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Abstract—Mission-critical applications usually present several critical issues: the required level of dependability of the whole mission always implies to address different and contrasting dimensions and to evaluate the tradeoffs among them. A mass-memory device is always needed in all mission-critical applications: NAND flash-memories could be used for this goal. Error Detection And Correction (EDAC) techniques are needed to improve dependability of flash-memory devices. However also testing strategies need to be explored in order to provide highly dependable systems. Integrating these two main aspects results in providing a fault-tolerant mass-memory device, but no systematic approach has so far been proposed to consider them as a whole. As a consequence a novel strategy integrating a particular code-based design environment with newly selected testing strategies is presented in this paper.

I. INTRODUCTION

Mission-critical applications usually present several critical issues: the required level of dependability of the whole mission always implies to address different and contrasting dimensions and to evaluate the tradeoffs among them. A mass-memory device is always needed in all mission-critical applications. NAND flash-memories could be used for this goal: in fact on the one hand they are nonvolatile, shock-resistant and powereconomic but on the other hand they have several critical drawbacks [12], [13], [14], [21]. Two main strategies have been adopted in order to improve dependability of flash-memory devices: on the one hand Error Detection And Correction (EDAC) techniques and on the other hand testing strategies and algorithms. However these two aspects have always been addressed separately: no systematic approach has so far been proposed to consider them as a whole. A novel strategy integrating a particular code-based design environment with newly selected testing strategies is presented in this paper.

The rest of the paper is organized as follows: Section II briefly addresses the reliability issues of NAND flash memories, Section III discusses the possible testing strategies, Section IV introduces the adopted correcting codes, Section V explains the architecture of our system integrating EDACs and testing while Section VI concludes our work.

II. FLASH MEMORY RELIABILITY ISSUES

Flash memories present several reliability issues especially because of their way of functioning [12]. Firstly the continuous scaling down of technology is making more critical the single cell reliability, while the reduction of the distance among the cells can lead to Cell to cell Interferences [14], [21]. Secondly the high electric fields needed for the program/erase operations and the thinner and thinner oxides imply charge losses and fluctuations problems (i.e., Cycling Induced Degradation). Finally operations on flash memories are intrinsically analog, forcing to have a high-dependable analog circuitry [3].

The most important reliability issues of NAND Flash memories can be split into Permanent Faults and Transient Faults.

A. Permanent Faults

Permanent Faults refer to permanent physical defects or conditions. They can be divided into three subclasses:

- **Flash Disturbances**: disturbances are faulty behaviors resulting from the floating gate (FG) technology [12], thus they do belong to flash memories, but not to the other memories [8], [19], [20], [23];
- **Circuit Level Faults**: defects can be present in the physical structure of the cell and are modeled as resistors and capacitors, while effects are analogically analyzed [11];
- **Cell to cell Interferences**: scaling down the physical distance between adjacent cells makes transistors closer, influencing each other and easily leading to change the state of the cell [14], [21]; [9] is a detailed exploration of Permanent Faults of NAND flash memories.

B. Transient Faults

Transient Faults refer to those physical phenomena or conditions that are not permanent, thus occurring randomly: they are usually due to charge trapping, charge fluctuation phenomena and are strictly related to the cycling induced degradation. These faults can be divided into four subclasses:

- **Cycling Induced Degradation**: since tunneling effect is exploited for program/erase operation, the needed high electric fields degrade the quality of the oxide; this results in a limited number of cycles per cell, after which reliability is not guaranteed anymore; the most important causes of the oxide degradation are the charge trapping and detrapping phenomena: charges in the oxide are accumulating cycle after cycle and eventually result in
a shift of the $V_{th}$ levels (i.e., trapping), while charges detrapping out the oxide depends logarithmically on time and on temperature (i.e., detrapping) [3], [13];

- **Anomalous Stress Induced Leakage Current (SILC):** since oxide has defects and is stressed by high electric fields, electrons can tunnel from the inverted substrate to the FG in the case of positive gate stress; this effect is also known as Trap-Assisted Tunneling (TAT), is particularly rare and is generated from the cooperation of close defects in the oxide and can lead to a shift of the $V_{th}$ [13];

- **Random Telegraph Noise (RTN):** readout operation can suffer from drain current fluctuations; the on-state current is said to be affected by RTN [13];

- **Few-electrons issue:** this issue usually refers to randomness of tunneling effect and to the related impossibility of engineering the data-retention time [13];

[13] is a detailed exploration of all the reliability issues of flash memories related to Transient Faults.

### III. TESTING AND HARD ERRORS ESTIMATION

Testing strategies need to be explored in order to provide highly dependable systems. In fact flash-memories are prone to several kind of faults due to the floating gate technology [12] and a plenty of strategies have been proposed to tackle them [8], [17], [18], [19], [22].

[9] provides a complete exploration of the fault models of NAND flash memories and of the related testing strategies: in addition it presents a specific test algorithm for NAND flash memories, which is an extension of the Bridging Fault&Disturbances (BF&D) algorithm presented in [15].

In this section we want to provide a simple and effective method to estimate the maximum number of Hard errors for each page referring to the proposed test method of [9]. Our *Extended BF&D* algorithm programs the memory block twice: firstly with a chessboard pattern and secondly with the opposite chessboard pattern. After the whole block has been programmed, errors are detected reading k-times the pages, from top to bottom and vice versa by twos: therefore testing requires each data page to be read a total of $k$ times.

Assuming $k = 2$ and naming $N_{TopBottom}$ and $N_{BottomUp}$, the bit errors counts, where $i$ is the $i-th$ test section, Equation 1 is the empirical formula for the hard errors count estimation.

$$N_{BF&D-Ext} = \max(N_{TopBottom_1}, N_{BottomUp_1}) + \max(N_{TopBottom_2}, N_{BottomUp_2})$$ (1)

$N_{BF&D-Ext}$ is the estimated number of Hard errors for a specific page: this estimation is simply computed choosing the maximum between $N_{TopBottom}$ and $N_{BottomUp}$. The overall estimation of hard errors is achieved summing the contributes of the $k = 2$ sections. Equation 1 let us associate each data page to a worst case number of hard errors.

### IV. ERROR DETECTION AND CORRECTION

Error Detection And Correction (EDAC) is respectively the ability to detect the presence of errors and to correct them; EDAC techniques are needed to improve dependability of flash-memories. Designers should evaluate the most proper choice for their design, addressing many critical issues [5].

Each type of error correction code (ECC) is able to correct a well-defined number of errors, which is referred as the *error correction capability* of the particular code: particular tests are needed in order to understand the correction capability needed by the specific NAND flash device.

#### A. Endurance Test

The occurrence of random errors in NAND flash memories is related to the transient faults described in Subsection II-B which are in turn strictly related to the cycling induced degradation issue. One method to characterize the reliability level of the technology with respect to the cycling induced degradation issue is known as Endurance Test [3].

The aim of the Endurance test is to characterize a specific NAND flash memory device in terms of charge losses and fluctuation phenomena versus cycling (i.e., write/erase cycles): it estimates the needed error correction capability and its changes with cycling. [7] exploits this approach: firstly the target NAND flash memory is carefully studied and tested to obtain as many information as possible on it. Then a typical endurance test can provide the following settings:

- each page is cycled until the blocks become completely unreliable (i.e., the data-sheet life time is reached);
- a subset of $M$ blocks is tested to trade off the test time;
- at each cycle, data are read from blocks to detect errors;

The test is performed without ECC and at room temperature. At the end all the information about the errors of each block in function of cycling are collected and can be elaborated (e.g., results can be averaged, taken in the worst case, etc.).

[7] shows that the occurrence of errors is quite rare up to a certain aging, while a rapid growth of the errors reveals getting closer to the maximum number of cycles per block. In conclusion endurance tests help to choose the error tolerance (i.e., correction capability) needed to tackle the random errors related to cycling induced degradation.

#### B. Exploring the Tradeoffs of ECCs

Each ECC is characterized by its own error correction capability: a code with higher correction capability than another one is intuitively more "powerful". However the provided correction capability is strictly linked to the complexity devised to accomplish it: different codes provide different error correction capabilities with different complexity. As a consequence designers have to choose the most suitable solution for their specific design, evaluating all the tradeoffs and exploring all the design dimensions [6].

Binary Bose-Chaudhuri-Hocquenghen (BCH) codes [1], [10], [16] are a well known correcting code technique for NAND flash-memories. [6] presents a brief overview of these codes and proposes a novel design environment aimed at supporting the design of BCH codes with a user-selectable error correction capability for NAND flash-memories: moreover it is under-integration with our FLARE design environment [4].
V. EDAC AND TESTING INTEGRATION

Section III showed that testing strategies are capable to esteem the number of possible hard errors per page: the main idea is to exploit these information as a feedback for the EDAC environment presented in [6], which in turn would automatically adapt its correcting power to the current state of the overall system. The integration of the EDAC and the BIST strategies practically leads to the design of a fault-tolerant system with an adaptive error correction capability for flash-memory based mission-critical mass-memory devices.

A. Motivations

First of all the reliability characterization of flash-memories discussed in Section II and the optimization of the overall performances imply the need of a user-selectable tool in terms of error correction capability. In addition its automatic and parametric features help to tackle the high complexity of the EDAC system and to explore the design space tradeoffs [6].

Subsection II-A showed that pages can be affected from Permanent Faults: these faults could lead to Hard Errors [2] if proper conditions occur. The testing strategies of Section III can be adopted to esteem the number of hard errors per page: this figure could be exploited to evaluate the most proper error correction capability, making each page fault tolerant.

The integration of EDAC and testing strategies practically leads to the design of a fault-tolerant system.

B. System Overview

Figure 1 shows an overview of the system integrating EDAC and test. It is mainly composed by three functional blocks:

1) **Test Unit**: it let us know the the maximum number of hard errors occurred in a specific page due to permanent faults.

2) **EDAC System**: this block is the one of [6]; the user-selectable error correction system can code each written page with a different error correction capability $t$, thus we can assign different error correction capabilities to different pages and also change these values dynamically.

3) **Reliability Manager**: this block manages the EDAC System and the Test Unit block; it collects and elaborates the results of the Test Unit and feedbacks the EDAC System, setting the proper correction capability to pages; in addition it is responsible of the activation/deactivation of the test unit.

In the sequel we analyze more in detail the principles of working of these functional block.

C. Testing strategies

Several strategies are feasible for testing each block of the memory: let assume to exploit the algorithm of [9]. The test is data-destructive, so it can be executed only on blocks ready for deletion: here we will focus on the triggers for testing.

First of all each block can be tested before its first usage: it can be easily accomplished by testing each block at the first system boot. Therefore each page of data will be featured by a certain number of detected hard errors. Then we could test blocks for “unexpected behaviors”: a possible strategy is that, if more than $k$ errors are detected, the block is scheduled for testing as soon as possible. Another possible “unexpected behavior” is a decoding failure. However, at the end of the test session, the $i$–th page will present $N_{TEST}$, hard errors.

D. Static and Dynamic Error Correction Capability

The user-selectable EDAC System and the Test Unit are both managed by the so called Reliability Manager through a proper strategy: Figure 2 is a more detailed view of this block.

There are two main source of information for setting the error correction capability $t$: Static and Dynamic information.

Static information are based on considerations on the reliability of the adopted technology: these information can be obtained from Endurance Tests (ET, see Section IV) and are equal for all the pages of the memory. These information contribute to define the Static error correction capability $t_{static}$: Equation 2 shows this concept.

$$t_{static}(W/E_{cycles})_{TOT} = t_{static}(W/E_{cycles})_{ET}$$

Dynamic information are specific for each page and come both from test results and decoding results. In fact dynamic information are represented with the two following variables:

- $N_{TEST}$: it is the number of Hard Errors of the $i$–th page detected during the most recent test session;
\( N_{ECC_i} \): it is the maximum number of errors detected/corrected in the \( i-th \) page ever; They define the Dynamic error correction capability \( t_{dynamic} \), and is the one applied to the \( i-th \) page. Equation 3 shows the dependence with \( N_{TEST_i} \), \( N_{ECC_i} \), and \( t_{static} \).

\[
t_{dynamic} = f \left( t_{static} (W/E_{cycles})_{TOT} , N_{TEST_i} , N_{ECC_i} \right)
\]

(3)

\( f \) is the relation which practically defines the \( t_{dynamic} \), to apply on the \( i-th \) page: \( f \) will be referred as a policy.

**E. Control Policy: an Example**

A possible policy, combining together static and dynamic information, is reported in Equation 4: \( t_{static} = t_{static} (W/E_{cycles})_{TOT} \), for sake of simplification.

\[
t_{dynamic} = \begin{cases} 
\min \left(t_{static} + N_{TEST_i}, t_{MAX} \right) & N_{ECC_i} \leq N_{TEST_i} \\
\min \left(N_{ECC_i} + t_{static}, t_{MAX} \right) & N_{ECC_i} > N_{TEST_i}
\end{cases}
\]

(4)

\( N_{TEST_i} \) and \( N_{ECC_i} \) have null initial value: in particular \( N_{ECC_i} = t_{MAX} \) in case of decoding failure, in order to force \( t_{dynamic} = t_{MAX} \).

Firstly Equation 4 exploits the technological (i.e. static) information as reference, secondly run-time (i.e. dynamic) data coming from the EDAC system adapt them to the specific need of each page: whenever more errors than the number of hard errors are detected, the dynamic correction capability is conveniently increased. \( N_{ECC_i} \) is updated after each read (i.e. decode) operation, but also other strategies can be adopted.

In other words the Reliability Manager works as follows:

1) it collects and elaborates the outputs of decoding them, conveniently updating \( N_{ECC_i} \);
2) if needed, it activates the proper testing strategies, updating the \( N_{TEST_i} \);
3) it updates all the \( t_{dynamic} \), according to the policy of Equation 4, with the values of \( N_{ECC_i} \) and \( N_{TEST_i} \), found at points 1 and 2;

The applied \( t_{dynamic} \) is always covering all the Hard errors and also a margin of errors determined by \( t_{static} \): a complete fault tolerant system is achieved, with respect both to transient and permanent faults [9].

VI. CONCLUSIONS

Error Detection And Correction (EDAC) and testing strategies are the main techniques to improve dependability of flash-memory devices. This paper considered them as a whole and presented an integrated design environment with powerful binary BCH codes and efficient testing methodologies: this lead us to a complete fault tolerant system, with respect both to transient and permanent faults.

Moreover the flexibility given by the interchangeable policies and algorithms will let us exploit this powerful design environment for a more detailed exploration of the dependability of NAND flash memories.
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