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Abstract

Sentence-based multi-document summarization is the task of generating a succinct summary of a document collection, which consists of the most salient document sentences. In recent years, the increasing availability of semantics-based models (e.g., ontologies and taxonomies) has prompted researchers to investigate their usefulness for improving summarizer performance. However, semantics-based document analysis is often applied as a preprocessing step, rather than integrating the discovered knowledge into the summarization process.

This paper proposes a novel summarizer, namely Yago-based Summarizer,
that relies on an ontology-based evaluation and selection of the document sentences. To capture the actual meaning and context of the document sentences and generate sound document summaries, an established entity recognition and disambiguation step based on the Yago ontology is integrated into the summarization process.

The experimental results, which were achieved on the DUC’04 benchmark collections, demonstrate the effectiveness of the proposed approach compared to a large number of competitors as well as the qualitative soundness of the generated summaries.
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1. Introduction

Discovering the most salient information hidden in textual Web documents is often a challenging task. In fact, the huge volume of electronic documents that users could retrieve from the Web is commonly very difficult to explore without the help of automatic or semi-automatic tools. To tackle this issue, a particular attention has been paid to the development of text summarization tools. Summarizers focus on generating a succinct representation of a textual document collection. Specifically, sentence-based multi-document summarizers generate concise yet informative summaries of potentially large document collections, which consist of the most representative document sentences.

A significant research effort has been devoted to tackling the summarization problem by means of general-purpose information retrieval or data mining techniques. For example, clustering-based approaches (e.g., [47, 48])
adopt clustering algorithms to group document sentences into homogeneous clusters and then select the most authoritative representatives within each group. In contrast, graph-based approaches (e.g., [36, 51, 52]) first generate a graph-based model in which the similarity relationships between pairs of sentences are represented. Next, they exploit popular indexing strategies (e.g., PageRank [9]) to identify the most salient sentences (i.e., the most authoritative graph nodes). However, in some cases, the soundness and readability of the generated summaries are unsatisfactory, because the summaries do not cover in an effective way all the semantically relevant data facets. A step beyond towards the generation of more accurate summaries has been made by semantics-based summarizers (e.g., [12, 13]). Such approaches combine the use of general-purpose summarization strategies with ad-hoc linguistic analysis. The key idea is to also consider the semantics behind the document content to overcome the limitations of general-purpose strategies in differentiating between sentences based on their actual meaning and context.

Ontologies are formal representations of the most peculiar concepts that are related to a specific knowledge domain and their corresponding relationships [5]. Ontologies find application in several research contexts, among which user-generated content analysis [20], e-learning platform development [25], and video and image analysis [45]. In recent years, the attention of the research community has been focused on both learning meaningful ontologies that contain salient document keywords [8] and improving the performance of the document summarization process by integrating ontological knowledge [21, 24, 34, 35]. For example, ontologies have been used to identify the document concepts that are strongly correlated with a user-specified
query [24, 34] or to map the document content to non-ambiguous ontological concepts [21, 35]. However, most the previously proposed approaches perform the semantics-based analysis as a preprocessing step that precedes the main summarization process. Therefore, the generated summaries could not entirely reflect the actual meaning and context of the key document sentences. In contrast, we aim at tightly integrating the ontology-based document analysis into the summarization process in order to take the semantic meaning of the document content into account during the sentence evaluation and selection processes. With this in mind, we propose a new multi-document summarizer, namely Yago-based Summarizer, that integrates an established ontology-based entity recognition and disambiguation step. Specifically, a popular ontological knowledge base, i.e., Yago [41], is used to identify the key document concepts. The same concepts are also evaluated in terms of their significance with respect to the actual document context. The result of the evaluation process is then used to select the most representative document sentences. In such a way, the knowledge that is inferred from Yago is tightly integrated into the sentence evaluation process. Finally, a variant of the Maximal Marginal Relevance (MMR) evaluation strategy [10] is adopted to iteratively choose the best subset of informative yet non-redundant sentences according to the previously assigned sentence ranks.

To demonstrate the effectiveness the proposed approach, we compared its performance on the DUC’04 benchmark document collections with that of a large number of state-of-the-art summarizers. Furthermore, we also performed a qualitative evaluation of the soundness and readability of the generated summaries and a comparison with the results that were produced
by the most effective summarizers.

This paper is organized as follows. Section 2 compares our approach with the most recent related works. Section 3 presents and thoroughly describes the Yago-based Summarizer system. Section 4 experimentally evaluates the effectiveness and usefulness of the proposed approach, whereas Section 5 draws conclusions and presents future developments of this work.

2. Related work

A significant research effort has been devoted to summarizing document collections by exploiting information retrieval or data mining techniques. Two main summarization strategies have been proposed in literature. Sentence-based summarization focuses on partitioning documents in sentences and generating a summary that consists of the subset of most informative sentences (e.g., [11, 29, 47]). In contrast, keyword-based approaches focus on detecting salient document keywords using, for instance, graph-based indexing [28, 51, 52] or latent semantic analysis [16]. Since sentence-based approaches commonly generate humanly readable summaries without the need for advanced postprocessing steps, our summarizer relies on a sentence-based approach. Summarizers can be further classified as constraint-driven if they entail generating a summary that satisfy a set of (user-specified) constraints [2]. For example, sentences that are pertinent to a user-specified query can be selected [30, 33]. Unlike [2, 30, 33] our summarizer relies on a constraint-less approach.

Most of the recently proposed (constraint-less) sentence-based summarizers exploit one of the following general-purpose techniques: (i) clustering, (ii)
graph mining, (iii) linear programming, and (iv) itemset mining. Clustering-based approaches (e.g., [47, 48]) group document sentences into homogeneous clusters and then select the best representatives (e.g., the centroids or the medoids [32]) within each cluster. While the authors in [47] propose a static summarization framework, the work that was first presented in [48] addresses the problem of incremental summary update: whenever a set of documents is added/removed from the initial collection, the previously generated summary is updated without the need for recomputing the whole clustering model. In parallel, some attempts to cluster documents rather than sentences have also been made [37, 7]. For example, MEAD [37] analyzes the cluster centroids and generates a pseudo-document that includes the sentences with the highest tf-idf term values [27]. Then, the sentence selection process is driven by a score that considers (i) the sentence similarity with the centroids, (ii) the sentence position within the document, and (iii) the sentence length. A similar approach has also been adopted to summarize articles coming from the biological domain [7]. To tailor the generated summaries to the most relevant biological knowledge biologists are asked to provide a dictionary that is used to drive the sentence selection process. Similarly, this work also considers the document context to improve the summarization performance. Unlike [7], it exploits an ontological knowledge base, rather than a plain-text dictionary, to drive the sentence evaluation and selection process.

Graph-based approaches to sentence-based summarization (e.g., [36, 44, 46, 51, 52]) generate a graph in which the nodes represent the document sentences, whereas the edges are weighted by a similarity measure that is evaluated on each node pair. Popular indexing strategies (e.g., PageRank [9],
HITS [23]) are exploited to rank the sentences based on their relative authoritativeness in the generated graph. In parallel, other approaches formalize the sentence selection task as a min-max optimization problem and tackle it by means of linear programming techniques [1, 3, 17, 42]. Still others analyze the underlying correlations among document terms by exploiting (i) frequent itemset mining techniques [6], (ii) probabilistic approaches [12, 13], or (iii) the Singular Value Decomposition (SVD) [40].

Ontologies have already been exploited to improve the document summarization performance. Specifically, they have been used to (i) identify the concepts that are either most pertinent to a user-specified query [24, 34] or most suitable for performing query expansion [31], (ii) model the context in which summaries are generated in different application domains (e.g., the context-aware mobile domain [18], the business domain [50], the disaster management domain [26]), and (iii) enrich existent ontological models with textual content [8]. Some attempts to consider the text argumentative structure into account during the summarization process have also been made. For example, in [35] the authors propose to identify and exploit salient lexical chains to generate accurate document summaries. The summarizer proposed in [21] exploits Support Vector Machines (SVMs) to maps each sentence to a subset of taxonomy nodes. Similarly, in [4] a rhetorical role is assigned to each sentence by a stochastic CRF classifier [39], which is trained from a collection of annotated sentences. Unlike [4, 21] our approach does not rely on classification models. Furthermore, since our summarizer evaluates the sentence relevance regardless of the underlying document structure, our approach is, to some extent, complementary to the ones that have previously
been proposed in [4, 35].

3. Yago-based Summarizer

Yago-based Summarizer is a novel multiple-document summarizer that exploits the Yago ontological knowledge base [41] to generate accurate document summaries.

Consider a collection of textual documents $D=\{d_1, \ldots, d_N\}$, where each document $d_i \in D$ is composed of a set of sentences $s^i_1, \ldots, s^i_M$. The summarizer generates a summary $S=\{s^j_i\} 1 \leq i \leq N, 1 \leq j \leq M$. The summary includes a worthwhile subset of sentences that are representative of the whole collection $D$.

Figure 1 outlines the main Yago-based Summarizer steps, which are briefly summarized below.

- **Entity recognition and disambiguation.** This step analyzes the input document collection with the goal of identifying the most relevant concepts and their corresponding context of use. To this aim, the Yago knowledge base is used to map the words that occur in the document sentences to non-ambiguous ontological concepts, called entities. To discriminate between multiple candidate entities for the same word combination, it adopts an entity relevance score that considers both the popularity and the contextual pertinence of each candidate entity in the analyzed document collection.

- **Sentence ranking.** To include in the summary only the most pertinent and semantically meaningful document content, sentences are evaluated and ranked according to the previously assigned entity scores.
- **Sentence selection.** To generate a summary of the document collection an iterative procedure is applied to select the top-ranked sentences that are least similar to the previously selected ones.

3.1. **Entity recognition and disambiguation**

Entity recognition and disambiguation are established document analysis tasks that aim at mapping the natural text to a set of non-ambiguous ontological concepts [32]. Yago-based Summarizer exploits the Yago ontological knowledge base [41], which relies on the Wikipedia free encyclopedia [49], to support the entity recognition and disambiguation process. The Yago analytical procedures have been called through the AIDA Web Service [22].

Consider a sentence $s_j^i$ that is composed of a collection of (possibly repeated) words $w_1, w_2, \ldots, w_Z$. The goal is to map words $w_k, 1 \leq k \leq Z$
to Yago ontological concepts, i.e., the entities. Note that an entity may be associated either with a single word or with a combination of words. The entity recognition step recognizes the entities that are associated with noun, dates, times, or numbers. As a clarifying example, consider the sentence reported in the left-hand side of Figure 2.

![Figure 2: Entity Recognition and Disambiguation example.](image)

Each of the three underlined word combinations Mercury, Solar System, and Sun is associated with at least one candidate entity in Yago. Note that not all the sentence words match at least one Yago entity. For example, the word Innermost has no matching entity. Furthermore, some words have many candidate entities, meaning that a word could have different meanings in different contexts. For example, Mercury could be associated with the candidate entities Mercury(Element) and Mercury(Planet), which correspond to the well-known chemical element and planet, respectively. Note also that for each entity Yago provides (i) a popularity score, which reflects...
its frequency of usage (e.g., 241 for Mercury(Element)), (ii) a list of related keywords (e.g., Chemistry, Liquid) for its corresponding context of use, and (iii) the number of incoming and outcoming Wikipedia links [49].

Entity recognition for times, date, and numbers is based on regular expressions and returns a single entity. For example, the expression March, 1st 2012 corresponds to the date 01/03/2012. Conversely, the entity recognition procedure for nouns could return many candidate entities. Hence, in the latter case a disambiguation step is applied in order to select, among the candidate entities, the most appropriate one. To tackle this issue, each candidate entity is weighted by a relevance score, which considers both its popularity and pertinence to the analyzed document context. Specifically, the rank $entityRank(e_q)$ of an entity $e_q$ with respect to a word $w_k$ that occurs in the document $d_i \in D$, is defined as follows:

$$
entityRank(e_q) = \theta \cdot \text{popularity}(e_q) + \phi \cdot \text{sim}(\text{cxt}(e_q), \text{cxt}(d_i)) + (1 - \theta - \phi) \cdot \text{coh}(e_q, D)
$$

where $\theta, \phi \in [0, 1]$ are user-specified parameters that weigh the importance of each summation term, $\text{popularity}(e_q)$ is the Yago popularity score that is associated with the candidate entity $e_q$, $\text{sim}(\text{cxt}(e_q), \text{cxt}(d_i))$ is the similarity between the context of use of the candidate entity and the document $d_i$, and $\text{coh}(e_q, D)$ is the coherence of $e_q$ with respect to the whole document collection. By following the indications reported in [22], we set the values of $\theta$ and $\phi$ to 0.34 and 0.47, respectively. A thorough assessment of the
entity recognition system performance on real data is also reported in [19]. The first summation term is a popularity score, which indicates the global frequency of occurrence of the concept in the knowledge base. For instance, in Yago \textit{Mercury-Planet} has, on average, a higher popularity score than \textit{Mercury-Element} (307 against 241). However, the relevance of an entity within a document also depends on its context of use. Hence, the second summation term indicates the pertinence of the entity to the document. Specifically, it measures the cosine distance [32] between the context of the candidate entity $e_q$, i.e., the list of contextual keywords that are provided by Yago (e.g., \textit{Chemistry, Liquid} for the candidate entity \textit{Mercury-Element} in Figure 2), and the context of the word $w_k$ at the document level (i.e., the list of words that co-occur with $w_k$ in $d_i$). Roughly speaking, the more contextual keywords match the document content the higher the pertinence of the candidate entity is. Finally, since the recognized entities are likely to be correlated each other, the last summation term measures the coherence of the candidate entity with respect to all of the other recognized candidate entities that correspond to any word in $D$. Since coherent entities are likely to share many Wikipedia links, similar to [22], we evaluate the entity coherence within the document collection $D$ as the number of incoming Wikipedia links that are shared by $e_q$ and all of the other candidate entities that have been recognized in $D$.

The entity scores will be used to drive the summary generation process, as discussed in the following sections.

\subsection{Sentence ranking}

Yago-based Summarizer exploits the semantic knowledge that has been
inferred at the previous step to evaluate and rank the document sentences according to their significance in the document collection. To this aim, a rank is associated with each document sentence. The sentence rank reflects the relevance of the entities associated with its corresponding sentence words.

Let $s^j_i$ be an arbitrary sentence and $E(s^j_i)$ the set of entities (nouns, date, times, or numbers) that are associated with any word $w_k \in s^j_i$. The $s^j_i$'s rank is computed as follows:

$$SR(s^j_i) = \frac{\sum_{e_q \in E(s^j_i)} EntityScore(e_q)}{|E(s^j_i)|}$$

(2)

where $EntityScore(e_q)$ is defined by

$$EntityScore(e_q) = \begin{cases} 
\gamma & \text{if } e_q \text{ is a date, time, or number entity,} \\
\gamma + EntityRank(e_q) & \text{if } e_q \text{ is a named entity}
\end{cases}$$

(3)

$\gamma$ is a user-specified parameter that is used to privilege the sentences that contain many recognized entities. $\sum_{e_q \in E(s^j_i)} EntityScore(e_q)$ is the summation of the entity ranks of all of the entities that are mapped to any word in $s^j_i$ (see Definition 1). Note that the sentences that do not contain any recognized Yago entity have minimal sentence rank (i.e., 0), because they are not likely to contain any semantically relevant concept. In contrast, because of the $\gamma$ correction, the sentences that contain only dates, times, or numbers are considered to be, on average, more relevant than the former ones, but less relevant than those that also contain named entities. The impact of the user-specified parameter $\gamma$ on the summarization performance is discussed in Section 4.
3.3. Sentence selection

Given a sentence ranking, the selection step focuses on generating the output summary of the document collection by including only the most representative sentences. To achieve this goal, Yago-based Summarizer adopts a variant of an established iterative re-ranking strategy, called Maximal Marginal Relevance (MMR) [10]. MRR has first been introduced in the context of query-based summary generation. At each algorithm iteration, it picks out the candidate sentence that is characterized by (i) maximal relevance with respect to the given query and (ii) minimal similarity with respect to the previously selected sentences. Since our approach is not query-based, we adapt the former selection strategy to the problem under analysis. Specifically, Yago-based Summarizer selects, at each iteration, the top-ranked sentence with minimal redundancy with respect to the already selected sentences. At each iteration the former optimization problem can be formulated as follows:

\[
\begin{align*}
\text{maximize} & \quad \alpha \cdot SR(s^*_j) - (1 - \alpha) \cdot \text{sim}(s^*_j, \overline{s}^*_i) \\
\text{subject to} & \quad \alpha \in [0, 1] \\
& \quad s^*_j \notin S \\
& \quad \overline{s}^*_i \in S
\end{align*}
\]

where \( S \) is the output summary that possibly includes some of the document sentences \( \overline{s}^*_i \), \( \alpha \) is a user-specified parameter, and \( \{s^*_j\} \) is the set of candidate sentences not yet included in the summary. The sentence ranking is evaluated using the expression reported in Formula 2. Furthermore, the similarity
sim(s_j^l, s_t^r) between the pair of sentences s_j^l and s_t^r is evaluated using the cosine similarity [32] and takes value zero when the summary is empty (i.e., at the first algorithm iteration). The impact of the entity relevance and the similarity score is weighted by the $\alpha$ parameter. Specifically, the higher the value of $\alpha$ is, the more important the entity relevance score is with respect to the similarity score. Therefore, setting relatively high $\alpha$ values could yield informative but partially redundant summaries. Conversely, for lower $\alpha$ values the sentence relevance is partially neglected in behalf of a lower summary redundancy.

4. Experimental results

We performed a variety of experiments to address the following issues: (i) a performance comparison between Yago-based Summarizer and many state-of-the-art summarizers on document benchmark collections (see Section 4.2), (ii) a qualitative comparison between the summaries generated by our approach and those produced by two representative competitors (see Section 4.3), and (iii) an analysis of the impact of the main system parameters on the Yago-based Summarizer performance (see Section 4.4).

All the experiments were performed on a 3.0 GHz 64 bit Intel Xeon PC with 4 GB main memory running Ubuntu 10.04 LTS (kernel 2.6.32-31). The source code for Yago-based Summarizer is available, for research purposes, upon request to the authors. A detailed description of the experimental evaluation context is given below.
4.1. Evaluation context

We evaluated the Yago-based Summarizer performance on the task 2 of the Document Understanding Conference (DUC) 2004, which is the latest benchmark contest that were designed for generic English-written multi-document summarization [47]. The analyzed DUC’04 collections have been provided by the contest organizers [15]. They consist of a large variety of English-written articles which range over different subjects. According to their subject, articles were preliminary clustered in 50 document groups. Each homogeneous collection contains approximately 10 documents. Furthermore, for each collection at least one golden summary is given by the DUC’04 organizers. Participants to the DUC’04 contest had to submit their own summaries and compare them with the reference (golden) ones. The more similar the generated summaries are to the reference models, the more accurate the summarization process is.

To perform an analytical comparison between the summarizers’ performance on the task 2 of DUC’04 we used the ROUGE toolkit [27], which has been adopted as official DUC’04 tool for performance evaluation\(^1\). ROUGE measures the quality of a summary by counting the unit overlaps between the candidate summary and a set of reference summaries (i.e., the golden summaries). The summary that achieves the highest ROUGE score could be considered to be the most similar to the golden summary. To perform a fair comparison, before using the ROUGE toolkit we normalized the generated summaries by truncating each of them at 665 bytes (we round the number

\(^1\)The provided command is: ROUGE-1.5.5.pl -e data -x -m -2 4 -u -c 95 -r 1000 -n 4 -f A -p 0.5 -t 0 -d -a
down in case of straddled words). Several automatic evaluation scores are implemented in ROUGE. As previously done in [6, 47], we will report only the ROUGE-2 and ROUGE-4 representative scores [27]. Similar results were achieved for the other ROUGE scores.

4.2. Performance comparison on the DUC’04 collections

We compared the Yago-based Summarizer performance on the DUC’04 benchmark collections with that of: (i) the 35 summarizers submitted to the DUC’04 conference, (ii) the 8 summaries generated by humans and provided by the DUC’04 system (beyond the golden summaries), (iii) two widely used open source text summarizers, i.e., the Open Text Summarizer (OTS) [38] and TexLexAn [43], (iv) a recently proposed itemset-based summarizer [6], named ItemSum (Itemset-based Summarizer), and (v) a baseline version of Yago-based Summarizer, namely Baseline, which adopts an established term relevance evaluator, i.e., the tf-idf score [27], rather than the ontology-based entity rank evaluator (see Definition 1).

For the DUC’04 competitors we considered the results that were provided by the DUC’04 system [15]. Specifically, for the top-ranked DUC’04 summarizer, i.e., CLASSY [13], we considered its most effective version (i.e., peer65). Similarly, for the other competitors we tuned the algorithm parameters to their average best value by following the indications that were given by the respective authors. For Yago-based Summarizer we set, as standard configuration, $\gamma$ to 0.3 and $\alpha$ to 0.9. In Section 4.4 we analyze more in detail the impact of both parameters on the Yago-based Summarizer performance.

Table 1 summarizes the results that were achieved by Yago-based Summarizer, Baseline-tf-idf, ItemSum, OTS, TexLexAn, the 8 humanly generated
summaries, and the 10 most effective summarizers presented in the DUC’04 contest. To validate the statistical significance of the Yago-based Summarizer performance improvement against its competitors we performed the paired t-test [14] at 95% significance level for all of the evaluated measures. Every statistically relevant worsening in the comparison between Yago-based Summarizer and the other approaches is starred in Table 1.

Table 1: DUC’04 Collections. Comparisons between Yago-based Summarizer and the other approaches. Statistically relevant differences in the comparisons between Yago-based Summarizer (standard configuration) and the other approaches are starred.

<table>
<thead>
<tr>
<th>Summarizer</th>
<th>ROUGE-2</th>
<th>ROUGE-4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>Pr</td>
</tr>
<tr>
<td>TOP RANKED DUC’04 PEERS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>peer120</td>
<td>0.076*</td>
<td>0.103</td>
</tr>
<tr>
<td>peer63</td>
<td>0.091*</td>
<td>0.090*</td>
</tr>
<tr>
<td>peer19</td>
<td>0.080*</td>
<td>0.080*</td>
</tr>
<tr>
<td>peer121</td>
<td>0.071*</td>
<td>0.085*</td>
</tr>
<tr>
<td>peer11</td>
<td>0.070*</td>
<td>0.087*</td>
</tr>
<tr>
<td>peer14</td>
<td>0.075*</td>
<td>0.080*</td>
</tr>
<tr>
<td>peer81</td>
<td>0.071*</td>
<td>0.080*</td>
</tr>
<tr>
<td>peer104</td>
<td>0.080*</td>
<td>0.084*</td>
</tr>
<tr>
<td>peer124</td>
<td>0.083*</td>
<td>0.081*</td>
</tr>
</tbody>
</table>

| DUC’04 HUMANS    |      |      |      |      |      |      |
|------------------|      |      |      |      |      |      |
| A                | 0.088* | 0.092* | 0.090* | 0.009* | 0.010* | 0.010* |
| B                | 0.091* | 0.096 | 0.092 | 0.013* | 0.013* | 0.013* |
| C                | 0.094 | 0.102 | 0.098 | 0.011* | 0.012* | 0.012* |
| D                | 0.100 | 0.106 | 0.102 | 0.010* | 0.010* | 0.010* |
| E                | 0.094 | 0.099 | 0.097 | 0.011* | 0.012* | 0.012* |
| F                | 0.086* | 0.090* | 0.088* | 0.008* | 0.009* | 0.009* |
| G                | 0.082* | 0.087* | 0.084* | 0.008* | 0.008* | 0.008* |
| H                | 0.101 | 0.105 | 0.103 | 0.012* | 0.013* | 0.012* |
| OTS              | 0.076* | 0.074* | 0.074* | 0.009* | 0.009* | 0.009* |
| texLexAn         | 0.067* | 0.067* | 0.067* | 0.007* | 0.007* | 0.007* |
| ItemSum          | 0.083* | 0.085* | 0.084* | 0.012* | 0.014* | 0.014* |
| Baseline         | 0.092* | 0.091* | 0.092* | 0.014* | 0.014* | 0.014* |
| Yago-based Summarizer | 0.095 | 0.094 | 0.095 | 0.017 | 0.017 | 0.017 |

Yago-based Summarizer performs significantly better than ItemSum, OTS, TexLexAn, and Baseline for all of the analyzed measures. Hence, the ontology-based sentence ranking and selection strategies appear to be more effective than traditional information retrieval techniques (e.g., the tf-idf-based sentence evaluation [27]) for summarization purposes. Although, in some cases,
peer120 performs best in terms of ROUGE-2 and ROUGE-4 precision, Yago-based Summarizer performs significantly better than all the 35 DUC’04 competitors in terms of ROUGE-2 and ROUGE-4 F1-measure (i.e., the harmonic average between precision and recall). Hence, the summaries that were generated by Yago-based Summarizer are, on average, the most accurate and not redundant ones.

Compared to the 8 humanly generated summaries, Yago-based Summarizer significantly outperforms 3 out of 8 and 8 out of 8 competitors in terms of ROUGE-2 and ROUGE-4 F1-measure, respectively. In contrast, CLASSY (peer65) performs significantly better than 2 out of 8 and 6 out of 8 humans in terms of ROUGE-2 and ROUGE-4 F1-measure, respectively. Similarly, peer120 performs worse than all the humans in terms of ROUGE-2 and outperforms 7 out of 8 humans in terms of ROUGE-4. Hence, Yago-based Summarizer placed, on average, better than CLASSY and peer120 with respect to the humans.

4.3. Summary comparison

We conducted a qualitative evaluation of the soundness and readability of the summaries that were generated by Yago-based Summarizer and the other approaches. Tables 2 reports the summaries that were produced by Yago-based Summarizer, the top-ranked DUC’04 summarizer, i.e., CLASSY [13] (Peer-65), and a commonly used open source summarizer OTS [38] on a representative DUC’04 collection, which relates the activities and the main achievements of the Yugoslav war crime tribunal.

The summary that was generated by Yago-based Summarizer appears to be the most focused one, because it covers all the main document topics,
Yugo-based Summarizer

Yugoslavia must cooperate with the U.N. war crimes tribunal investigating alleged atrocities during the wars in Croatia and Bosnia, international legal experts meeting in Belgrade said Sunday. The Yugoslav war crimes tribunal Monday acquitted a Muslim military commander of war crimes against Bosnian Serb prisoners in 1992, but convicted three underlings in the first U.N. case dealing with anti-Serb atrocities. American and allied forces in Bosnia on Wednesday arrested a Bosnian Serb general who was charged with genocide by the international war crimes tribunal in a recent secret indictment.

CLASSY

Some of the closest combat in the half year of the Kosovo conflict, to the point of fighting room to room and floor to floor, occurred near this village six weeks ago, in the days before 21 women, children and elderly members of the Delijaj clan were massacred by Serbian forces, their mutilated bodies left strewn on the forest floor.

In its first case to deal with atrocities against Serbs during Bosnia's civil war, a U.N. war crimes tribunal on Monday convicted three prison officials and guards, but acquitted a top military commander who oversaw the facility. Hundreds of people gathered at Sarajevo airport on Saturday to welcome Zejnil Delalic, who was cleared of war crimes charges earlier this week after spending 980 days in jail of the international war crimes tribunal in The Hague.

OTS

The Yugoslav war crimes tribunal Monday acquitted a Muslim military commander of war crimes against Bosnian Serb prisoners in 1992, but convicted three underlings in the first U.N. case dealing with anti-Serb atrocities. The Yugoslav war crimes tribunal cleared Zejnil Delalic, a Muslim, of responsibility for war crimes committed against Serb captives at a Bosnian government-run prison camp under his command. Court convicted camp commander Zdravko Mucic, a Croat, of 11 war crimes and grave breaches of the Geneva Conventions because he oversaw guards who murdered nine Serbs and tortured six.

Indeed, the conflict between Serbian forces bent on keeping Kosovo in Serbia and guerrillas fighting for the independence of its heavily ethnic Albanian population first drew international attention with the massacre of the Jasari clan in early March by Serbian units at Prekaz, in central Kosovo.

Table 2: Summary examples.

<table>
<thead>
<tr>
<th>Method</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yugo-based Summarizer</td>
<td>Yugoslavia must cooperate with the U.N. war crimes tribunal investigating alleged atrocities during the wars in Croatia and Bosnia, international legal experts meeting in Belgrade said Sunday. The Yugoslav war crimes tribunal Monday acquitted a Muslim military commander of war crimes against Bosnian Serb prisoners in 1992, but convicted three underlings in the first U.N. case dealing with anti-Serb atrocities. American and allied forces in Bosnia on Wednesday arrested a Bosnian Serb general who was charged with genocide by the international war crimes tribunal in a recent secret indictment.</td>
</tr>
<tr>
<td>CLASSY</td>
<td>Some of the closest combat in the half year of the Kosovo conflict, to the point of fighting room to room and floor to floor, occurred near this village six weeks ago, in the days before 21 women, children and elderly members of the Delijaj clan were massacred by Serbian forces, their mutilated bodies left strewn on the forest floor. In its first case to deal with atrocities against Serbs during Bosnia's civil war, a U.N. war crimes tribunal on Monday convicted three prison officials and guards, but acquitted a top military commander who oversaw the facility. Hundreds of people gathered at Sarajevo airport on Saturday to welcome Zejnil Delalic, who was cleared of war crimes charges earlier this week after spending 980 days in jail of the international war crimes tribunal in The Hague.</td>
</tr>
<tr>
<td>OTS</td>
<td>The Yugoslav war crimes tribunal Monday acquitted a Muslim military commander of war crimes against Bosnian Serb prisoners in 1992, but convicted three underlings in the first U.N. case dealing with anti-Serb atrocities. The Yugoslav war crimes tribunal cleared Zejnil Delalic, a Muslim, of responsibility for war crimes committed against Serb captives at a Bosnian government-run prison camp under his command. Court convicted camp commander Zdravko Mucic, a Croat, of 11 war crimes and grave breaches of the Geneva Conventions because he oversaw guards who murdered nine Serbs and tortured six. Indeed, the conflict between Serbian forces bent on keeping Kosovo in Serbia and guerrillas fighting for the independence of its heavily ethnic Albanian population first drew international attention with the massacre of the Jasari clan in early March by Serbian units at Prekaz, in central Kosovo.</td>
</tr>
</tbody>
</table>

i.e., (1) the role of the Yugoslav war crime tribunal, (2) the acquittal of the Muslim military commander, and (3) the arrest of the Bosnian Serb general. In contrast, OTS and CLASSY cover, to some extent, only the topic (2). On the other hand, both OTS and CLASSY select other contextual sentences about the Kosovo war, which are very general and not representative of the key document message. Hence, the corresponding summaries are deemed to be partially redundant.
4.4. Parameter setting

The setting of the user-specified $\alpha$ and $\gamma$ parameters could affect the Yago-based Summarizer performance significantly. Hence, we thoroughly analyzed their impact on the Yago-based Summarizer ROUGE scores.

Figures 3(a) and 3(b) plot the ROUGE-2 and ROUGE-4 F1-measure that were achieved by Yago-based Summarizer on the DUC’04 collection by varying the value of $\gamma$ in the range $[0,1]$ and by setting $\alpha$ to its best value (0.9), respectively. In contrast, Figures 4(a) and 4(b) plot the ROUGE-2 and ROUGE-4 F1-measure scores by setting the best $\gamma$ value (0.3) and by varying $\alpha$ in the range $[0,1]$.

![Figure 3: Impact of $\gamma$ on the Yago-based Summarizer performance. $\alpha=0.9$. DUC'04 collections.](image)

When increasing the value of the $\gamma$ parameter, the sentences that include many unrecognized words are on average penalized (see Formula 1). Based on the results that are reported in Figure 3, the best performance results were achieved by setting $\gamma=0.3$. Furthermore, the results remain relatively stable when $\gamma$ ranges between 0.2 and 0.5. Since the EntityRank score of
many of the recognized entities fall in the same value range, it means that redoubling the score of the recognized named entities with respect to the time/date/number entities yields good summarization performance. In contrast, setting $\gamma$ out of the above value range implies giving an under- or over-emphasis to the least interesting entities.

The $\alpha$ parameter allows the user to decide to which extent the similarity between the already selected sentence is relevant compared to the entity-based sentence rank for sentence selection. The higher the value of $\alpha$ is, the more important the ontology-based sentence rank becomes with respect to the similarity with the previously selected sentences (see Formula 4). Since the analyzed documents contain a limited amount of redundancy, Yago-based Summarizer achieves averagely high ROUGE scores by setting high $\alpha$ values (i.e., $\alpha > 0.7$). With the DUC’04 collections, the best performance results were achieved by setting $\alpha=0.9$. Note that, with such configuration setting, Yago-based Summarizer disregards, to a large extent, the impact of the sim-
ilarity score with respect to the ontology-based sentence ranking. However, when coping with document collections that contain a larger number of repetitions, the user should set lower $\alpha$ values in order to achieve a good trade-off between summary relevance and redundancy.

5. Conclusions and future works

In recent years, semantics-based document analysis has shown to improve the performance of document summarization systems significantly. However, since most of the related approaches perform semantics-based analysis as a preprocessing step rather than integrating the ontological knowledge into the summarization process, the quality of the generated summaries remains, in some cases, unsatisfactory.

This paper proposes to improve the performance of state-of-the-art summarizers by integrating an ontology-based sentence evaluation and selection step into the summarization process. Specifically, an established entity recognition and disambiguation step based on the Yago ontology is used to identify the key document concepts and evaluate their significance with respect to the document context. The same results are then exploited to select the most representative document sentences.

The experimental results show that Yago-based Summarizer performs better than many state-of-the-art summarizers on benchmark collections. Furthermore, a qualitative comparison between the summaries generated by Yago-based Summarizer and the state-of-the-art summarizers demonstrate the usefulness and applicability of the proposed approach.

Future developments on this work will address the application of the
proposed summarization approach to multilingual document collections and the use of entropy-based sentence selection strategies to further improve the compactness of the generated summaries.
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