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Optimization of Source/Relay Wireless Networks with Multiuser Nodes

Alessandro Nordio, Member, IEEE, Carla-Fabiana Chiasserini, Senior Member, IEEE, and Alberto Tarable, Member, IEEE

Abstract—We compute the optimal communication rate achieved by the nodes of a wireless multihop network with arbitrary topology. The network nodes operate in half-duplex mode and generate information that has to be delivered to a gateway node, possibly through a decode-and-forward relaying strategy. Nodes may make use of multiuser processing, thus transmissions from multiple nodes toward the same receiver are allowed. Additionally, nodes may be energy-constrained, as in the case of battery-powered or energy-harvesting communication networks. In such scenario, we define the possible (and meaningful) network operational states. Then, by solving a linear optimization problem, we select the most efficient network states and for how long the network should work in each of them. More specifically, the resulting communication strategy maximizes the data rate achievable by the network while meeting the constraints that may exist on the node energy consumption. The results we present show how our approach can be effectively used for an optimal design and usage of wireless networks, as well as under which conditions multiuser processing and long-distance communication between nodes are most beneficial.

I. INTRODUCTION

Wireless multihop networks are receiving increasing attention as they find application in environmental monitoring through sensors, dissemination of social content, and mesh communication backbone. In most of these contexts, one of the most critical aspects is to ensure high bit rates and low energy consumption.

In order to address such issues, several algorithms and protocols have been recently proposed in the literature. As an example, the works in [1]–[3] present energy-efficient communication schemes that specifically target sensor networks. Others adopt an information-theoretic approach to study traffic relaying in wireless networks. In particular, [4], [5] study networks where sources transfer their data by means of other nodes that act as relays only. The studies in [6], [7], instead, consider nodes that are both sources and relays, and that operate in full-duplex mode (i.e., nodes can transmit and receive at the same time). A similar network scenario is addressed in [8] but with few half-duplex nodes (i.e., nodes cannot transmit and receive at the same time), or in [9], [10] where however nodes do not interfere with each other as they transmit on orthogonal channels.
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Similarly to some of the above studies, we adopt an information-theoretic perspective and investigate a wireless multihop with arbitrary topology whose nodes operate in half-duplex mode. Each node may generate traffic at different data rate to be delivered to a gateway node. If there is no direct link from the node to the gateway, the traffic generated by that node will have to reach the destination through a certain number of successive hops. In this case, the information produced at the source is relayed by other nodes to the gateway. For this reason, such multihop network is also referred to as source/relay wireless network. We will assume that, while acting as relays, nodes adopt the decode-and-forward (DF) strategy [4]. Furthermore, in order to achieve higher data rates, we allow multiuser detection (MUD) at the network nodes, although we do not go into details in the way it is practically realized. Finally, we are concerned with the node energy consumption and assume that it cannot exceed a maximum value, which is, possibly, different over the nodes. Such a constraint arises from green-communication considerations, and also from the fact that, in sensor networks for environmental monitoring [11], the nodes are either battery-powered or harvest energy from the environment. Based on what we have said before, it is clear that the network nodes consume power both for transmitting their own information and for relaying other nodes’ traffic.

In the scenario under study, the choice of the communication and routing strategy to be adopted is crucial, as it determines which communication links should be activated and at which time instants, as well as the power level at which the nodes should transmit. We thus define the possible (but meaningful) network states, where a state corresponds to a set of active links, to the rate at which each link is used and to the corresponding transmitted power. Then, we formulate optimization problems so as to derive communication strategies that maximize the data rate achievable by the network and meet the constraints on the energy consumption experienced by the nodes. It turns out that the optimization can be formulated as a linear programming (LP) problem, whose solution tells us how long the network has to stay in any given state.

We highlight that our study significantly differs from previous work. In particular, in [12], a similar LP tool is described in order to optimize a source/relay network. However, the network considered in [12] has a linear topology and no multiuser processing is allowed, since only point-to-point links are considered. A linear network is considered also in [13], where each link between adjacent nodes is assumed to be error-free. In other papers [14], [15], the main goal is to
minimize the total energy consumption of the network, without considering that the nodes that are close to the gateway consume more power than the other nodes. Some other works aim at the maximization of the network lifetime [16], [17]. In particular, in [16], LP is applied to maximize the time before the first node in an ad-hoc network runs out of battery. This is achieved by optimizing the data rates at the network layer. Our goal instead is to maximize the data rate at the physical layer, by designing an optimal scheduling at the MAC layer that accounts for interference and power consumption. As for [17], it considers the transmission rates of the nodes to be fixed model parameters, while in our approach they are the result of the optimization. In [18], bounds and approximations for the achievable throughput are derived through optimal power control. However, the study in [18] is limited to a single-hop network and does not account for MUD. The study in [19] analyzes the achievable rate in a Gaussian multi-way relay channel, where all users have to share their data through a single relay. Again, the network topology is very different from the one we investigate, i.e., a multihop network where all nodes can act as sources and relays and data are collected at one gateway node.

For what concerns multiuser processing, its exploitation in the context of wireless network optimization appears in several papers in the literature. Among the most relevant to our work, [20] describes a multiantenna scheme for a multisource, single-relay, 2-hop network, where interference cancellation is used on the first hop and TDMA on the second hop. The study in [21] proposes a multiantenna, multisource, multirelay, 2-hop network where linear multiuser detectors are employed at the destination. In [22] the problem of beamforming optimization for a single-antenna, multisource, multirelay, 2-hop network is faced. A larger MIMO (multiantenna) mesh network is optimized in [23], but without interference among the links. Finally, we mention that a preliminary version of our work can be found in the conference paper [24].

The rest of the paper is organized as follows. Section II introduces the network scenario under study. The network states are defined in Section III; there, we also formulate the LP problem whose solution provides the strategy that maximizes the rate achievable by the network. In Section IV, the problem is particularized to two case studies: an additive white Gaussian noise (AWGN) channel model, and a system where the average power consumption of each node is limited to a maximum value. Section V shows some examples of how our analysis can be exploited for the study and design of wireless networks. Finally, Section VI draws our conclusions.

II. System Model

We consider a wireless network composed of \( N \) stationary nodes and a gateway, which are arbitrarily deployed in a geographical region. Each node is labeled with an integer from \([N+1]\), where node \( N+1 \) is the gateway. The set of integers \( \{1, \ldots, N\} \) is shortly denoted with \([N]\). Nodes communicate by sharing the same radio channel and are sources of independent, unicast traffic messages to be delivered to the gateway. We assume that the nodes are saturated, i.e., they always have traffic to transmit, and that each node \( n \), \( n \in [N] \), generates information with rate

\[
W_n = \rho_n R. \tag{1}
\]

The coefficients \( \rho_n \) are input parameters accounting for the different amount of information that each node is expected to generate in the unit time. Note that the aforementioned assumptions allow us to study the maximum fair rate allocation to all nodes, i.e., the average data rates that can be achieved by the nodes and that satisfy the desired proportion among the data generation rates. Clearly, considering that our objective is to compute the maximum achievable rate, from (1) it follows that the rate \( R \) should be maximized.

Another important feature of the communication nodes that our work takes into account is the capability to perform MUD. In particular, in our analysis we will assume that nodes can perform either MUD or single-user processing, and we will derive results under both scenarios. We remark that MUD is widely used in wireless networks and that when the number of simultaneous transmitters is small, as in our case, the receiver complexity can be significantly reduced [25].

Next, looking at the network topology, we observe that in practical applications a direct (i.e., one-hop) link between a node and the gateway can be established only if the signal-to-noise ratio (SNR) of such link is sufficiently high. If this condition does not hold, a node has to exploit multihop routes, i.e., to relay on other intermediate nodes to deliver its traffic to the gateway. The SNR of a radio link between two nodes depends on many parameters, such as the path loss, the transmit power, the antenna gains and the presence of obstacles or scatterers. Since nodes are stationary, we assume that radio channel conditions are static or change slowly with respect to the periodicity with which the link scheduling is updated. Furthermore, we assume that a scheme for neighbor discovery is implemented, as done by numerous technologies for ad-hoc and sensor networks. Through HELLO messages, such schemes also allow a node to detect changes in its neighborhood, i.e., in the set of its radio links, as well as in the link quality level.

Given the set of available radio links, the wireless network can be seen as a graph with \( N + 1 \) vertices (the \( N \) nodes plus the gateway) connected by \( L \) edges representing the links, labeled with the integer numbers from \([L]\). Links are directed (or oriented): a link \( \ell \in [L] \) has tail (or origin) in node \( n = t(\ell) \) and head (or destination) in node \( n' = h(\ell) \) if it is directed from node \( n \) to node \( n' \). When labeling links, we sort them according to their head, i.e., first we label all links with \( h(\ell) = 1 \), if any, then all links with \( h(\ell) = 2 \), and so on. The orientation follows the information flow towards the gateway and is determined by using the geographical routing approach [26]. Thus, links are directed towards those nodes which are closer to the gateway than their origin. In the case where a node does not have any neighbor closer to the gateway than itself, the link points to those of its neighbors that can reach the gateway through other nodes. Note that this approach has several advantages: (i) it prevents having loops in the network topology graph, (ii) it

\[\text{The set of integers } \{1, \ldots, Z\} \text{ is shortly denoted with } [Z].\]
allows each transmitter to have several potential receivers so as to balance the traffic load across multiple nodes, and (iii) it avoids detours which typically imply longer paths, higher traffic load and, hence, higher interference level. Note however that our analysis aims not at optimizing traffic routing, but at maximizing the achievable data rate at the physical rate by designating an optimal link scheduling. The information on the set of available radio links and possible receivers for each network node is known to the gateway, which, upon changes in the link set or in the link rates, computes a new link scheduling as detailed below and issues the communication strategy to all network nodes.

III. NETWORK STATES AND OPTIMAL COMMUNICATION STRATEGIES

In this section, we first introduce the concept of network states and explain how they are built in our model. Then, we formulate the LP problem that is the basis for the optimization of the network communication protocol. In Table I, we summarize the symbols used throughout the paper. We also adopt the following notation. Column vectors and matrices are denoted by bold lowercase and bold upper case letters, respectively. The transpose operator is denoted by $(\cdot)^T$.

We define a link $\ell$, directed from node $n = t(\ell)$ to node $n' = h(\ell)$, as active if node $n$ is using that link to communicate to node $n'$, i.e., if node $n'$ is receiving information transmitted by node $n$. When a node is neither transmitting nor receiving, it is assumed to be in sleep state. At any given time instant, we group simultaneously active links in the subset $L_\lambda \subseteq [L]$, with $\lambda \in \Lambda$, where $\Lambda$ is the number of possible subsets of active links. An example clarifying the definition is provided below. We observe that such a number is potentially very large (i.e., $\Lambda \leq 2^K - 1$) and rapidly increasing with the number of links, $L$. However, it greatly reduces by taking into account the following constraints:

(i) nodes work in half-duplex mode, i.e., they cannot transmit and receive at the same time. Thus, a node cannot be simultaneously a transmitter for link $\ell$ and a receiver for link $\ell'$, when $\ell, \ell' \in L_\lambda$;

(ii) each transmitting node has a single receiver, as we only consider unicast traffic transmissions. Indeed, enabling multiple receivers could improve the performance but it would also imply that multiple information streams coming from the same transmitter would flow over the network. At each hop, the number of streams would possibly increase as many times as the number of receivers at that hop. In certain cases, instead, some streams could merge into the same receiver. In this scenario, the problem would become mathematically intractable while the benefit in terms of performance is expected to be very low [27]. However, in our work we do allow a node to receive from several neighbors and perform multiuser processing [28].

The sets of active links satisfying the above constraints can be obtained through exhaustive search on the network graph, as shown in the example below.

Example 1: Figure 1 shows a simple network with $N = 3$ nodes plus the gateway, and $L = 4$ links. By inspection, it turns out that there are $\Lambda = 7$ active link sets satisfying the constraints, namely:

$L_1 = \{1\}$, $L_2 = \{2\}$, $L_3 = \{3\}$, $L_4 = \{4\}$
$L_5 = \{1, 3\}$, $L_6 = \{2, 4\}$, $L_7 = \{3, 4\}$

Notice that in active link sets $L_5$ and $L_6$ two interfering links are simultaneously active. Moreover, in $L_7$, node 4, which is the gateway, performs multiuser processing on the information that it receives through links 3 and 4, since $h(3) = h(4) = 4$.

Any communication strategy transferring information from the network nodes to the gateway can be built from a set of $J$ network states $\sigma_1, \ldots, \sigma_J$, each active for a time fraction $\theta_1, \ldots, \theta_J$, respectively, where $\sum_{j=1}^J \theta_j = 1$. In our model, the $j$-th network state, $j \in [J]$, is completely specified by a set of active links, $L_{\lambda(j)}$, $\lambda(j) \in \Lambda$, and by the vector of rates that are used to communicate on each link in that state, denoted by $r_{\lambda(j)} = [r_{\lambda(j)}^1, \ldots, r_{\lambda(j)}^L]$ where $r_{\lambda(j)}^\ell = 0$ if $\ell \notin L_{\lambda(j)}$, i.e., the communication rate on the inactive links is zero. In our model some network states can be characterized by the same active link set, $L_\lambda$. Therefore for every $\lambda \in \Lambda$, their corresponding rate vectors are listed in the set

$R_\lambda = \{r_\lambda : \lambda(j) = \lambda\}$

(2)

of cardinality $|R_\lambda| = K(\lambda)$. As it will be explained later, for those sets $L_\lambda$ where no node simultaneously receives from more than one transmitter (i.e., where no multiuser processing is involved), we specify a single rate for each link $\ell \in L_\lambda$, hence $K(\lambda) = 1$. Otherwise, for the active link sets where some nodes do perform MUD, more than one rate can be associated with a link, depending on the point of the corresponding multiuser capacity region at which the transmitters operate. In this case we have $K(\lambda) > 1$, so as to take into account all possible communication rates achieving the capacity over the multiuser channel.

In conclusion, we can denote the $j$-th network state by

$\sigma_j = \{L_{\lambda(j)}, r_{\lambda(j)}\}$, $j \in [J]$  (3)

where $r_{\lambda(j)} \in R_\lambda$. The total number of states is then given by

$J = \sum_{\lambda=1}^\Lambda K(\lambda)$  (4)

The example below further clarifies these concepts.
TABLE I
SYMBOLS USED THROUGHOUT THE PAPER.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N, L$</td>
<td>Number of nodes and links in the network</td>
</tr>
<tr>
<td>$W_n = \rho_n R, n \in [N]$</td>
<td>Rate of information generation at node $n$</td>
</tr>
<tr>
<td>$t(\ell) \in [N], h(\ell) \in [N+1], \ell \in [L]$</td>
<td>Tail (or origin) and head (or destination) of link $\ell$</td>
</tr>
<tr>
<td>$J$</td>
<td>Number of possible network states</td>
</tr>
<tr>
<td>$\theta_j, j \in [J]$</td>
<td>Time fraction spent by the network in the $j$-th state</td>
</tr>
<tr>
<td>$A$</td>
<td>Number of possible active link sets</td>
</tr>
<tr>
<td>$L_{\lambda}, \lambda \in [A]$</td>
<td>The $\lambda$-th active link set</td>
</tr>
<tr>
<td>$L_{\lambda(j)}, j \in [J], \lambda(j) \in [A]$</td>
<td>The active link set in the $j$-th state</td>
</tr>
<tr>
<td>$K(\lambda), \lambda \in [A]$</td>
<td>The size of $L_{\lambda}$</td>
</tr>
<tr>
<td>$r_{j\ell}, j \in [J], \ell \in [L]$</td>
<td>Capacity limit on the sum-rate for a subset $\ell$ of the links in $L_{\lambda(n)}$</td>
</tr>
<tr>
<td>$\mathcal{R}_\lambda = { r_j : \lambda(j) = \lambda }, \lambda \in [A]$</td>
<td>The set of possible rate vectors associated with active link set $L_{\lambda}$</td>
</tr>
<tr>
<td>$\mathcal{L}<em>\lambda(n) \subseteq L</em>{\lambda}, \lambda \in [A], n \in [N+1]$</td>
<td>The multiuser capacity region for $L_{\lambda}$</td>
</tr>
<tr>
<td>$k_\lambda(n), n \in [N+1]$</td>
<td>The $\lambda$-th subset of vertices of the dominant face in the multiuser capacity region for $L_{\lambda}$</td>
</tr>
<tr>
<td>$\nu^\lambda(n), \kappa \in [k_\lambda(n)!], \lambda \in [A], n \in [N+1]$</td>
<td>The rate vector for all links in the $\lambda$-th subset of vertices of the dominant face</td>
</tr>
<tr>
<td>$C^\lambda(n), \kappa \in [k_\lambda(n)!], \lambda \in [A], n \in [N+1]$</td>
<td>The set of all possible rate vectors associated with active link set $L_{\lambda}$</td>
</tr>
<tr>
<td>$\mathcal{R}<em>\lambda(n) = { \nu^\lambda(n), \kappa \in [k</em>\lambda(n)!] }, \lambda \in [A], n \in [N+1]$</td>
<td>The rate vector for all links in the $\lambda$-th active link set</td>
</tr>
<tr>
<td>$\mathbf{P}_e$</td>
<td>Reference power level</td>
</tr>
<tr>
<td>$\mathbf{H}$, $\mathbf{T}$</td>
<td>Normalized irradiated power by node $n$ in the active link set $L_{\lambda}$</td>
</tr>
<tr>
<td>$\mathbf{P}_e$</td>
<td>Received SNR at node $n'$ for the signal transmitted by node $n$ with power $P_e$</td>
</tr>
<tr>
<td>$\mathbf{H}$, $\mathbf{T}$</td>
<td>Normalized average power consumption for all nodes</td>
</tr>
</tbody>
</table>

Fig. 3. Capacity region of a multiuser channel defined by $k = 3$ wireless links. The dominant face is highlighted in blue. The $k! = 6$ vertices have coordinates $\nu^\kappa, \kappa \in [6]$. Every point of the dominant face can be expressed through a convex combination of rates associated with the vertices $\nu^\kappa$.

**Example 2:** The network of Figure 1, whose active link sets are listed in Example 1, can be in one out of $J = 8$ possible states, since $K(\lambda) = 1, \lambda \in [6]$ and $K(\lambda) = 2$. Indeed, the active link set $L_7$ is the only one where MUD is performed (at the gateway). If we number the states so that $L_{\lambda(j)} = L_j, j \in [6]$ and $L_{\lambda(7)} = L_7$ for $j = 7, 8$, we can write the rate vectors for the last two states as:

$\mathbf{r}_7 = (0, 0, r_7^2, r_7^3), \quad \mathbf{r}_8 = (0, 0, r_8^3, r_8^4)$

The way rate vectors are actually computed for a general network is explained later in the paper.

Next, for each set of active links $L_{\lambda}$ we show how to compute the rate vectors in the set $\mathcal{R}_\lambda$ and its cardinality $K(\lambda)$. To this end, we first observe that $L_{\lambda}$ can be partitioned into disjoint subsets $L_{\lambda}(n), n \in [N+1]$, where

$L_{\lambda}(n) = \{ \ell \in L_{\lambda} | h(\ell) = n \}$

is the set of active links having node $n$ as a common receiver. From the above definitions, it follows that node $n \in [N+1]$

- simultaneously receives useful signals from $k_\lambda(n) = |L_{\lambda}(n)|$ neighbors,
- receives interference from the set of interfering transmitters $I_\lambda(n) = \{ t(\ell) | \ell \in L_{\lambda} \setminus L_{\lambda}(n) \}$.

In order to clarify these concepts and definitions, we provide the following example.

**Example 3:** Figure 2 (left) shows a network with $N+1 = 6$ nodes (including the gateway) and $L = 10$ links. We consider a specific network state, which is depicted in Figure 2 (right) where active links are denoted by solid lines, while inactive links are indicated by dashed lines. To ease the notation, we drop the subscript $\lambda$. The set of active links, $\mathcal{L} = \{2, 3, 9\}$, can be written as

$\mathcal{L} = \mathcal{L}(3) \cup \mathcal{L}(6)$

where $\mathcal{L}(3) = \{2, 3\}$ and $\mathcal{L}(6) = \{9\}$. That is, node 3 is receiving from $k(3) = |\mathcal{L}(3)| = 2$ nodes and node 6 (the gateway) is receiving from $k(6) = |\mathcal{L}(6)| = 1$ node. All other nodes are not receiving (i.e., $\mathcal{L}(n) = \emptyset$, for $n = 1, 2, 4, 5$). Node 3 receives interference from the nodes in the set $I(3) = \{4\}$, while node 6 receives interference from the nodes in $I(6) = \{1, 2\}$.
When a node receives simultaneously from $k \geq 1$ wireless active links and performs MUD, the achievable rates associated to such links are contained in the corresponding multiuser capacity region [4]. More specifically, the highest achievable sum-rates are represented by the Pareto-optimal points in the dominant face of the capacity region, which is a convex polytope of dimension $k - 1$ and is obtained as the convex hull of $k!$ vertices. Therefore, any point on the dominant face of the capacity region can be expressed through a convex combination of the rates associated with the face vertices. The rates achieved by the $k$ links at the $\kappa$-th vertex ($\kappa \in [k!]$) of the dominant face are denoted by

$$v^{\kappa} = (v^{\kappa, 1}, \ldots, v^{\kappa, k}), \quad (5)$$

and can be expressed in terms of the limits $C^S$, defining the capacity region [4], where $S$ is a non-empty subset of the active link set. The limit $C^S$ represents the maximum achievable sum-rate for the links in $S$.

Figure 3 presents an example of a multiuser capacity region with active links $\{1, 2, 3\}$ and $k = 3$. The dominant face is highlighted in blue and the vertices are denoted by $v^{\kappa}$, $\kappa \in [6]$. Each vertex is associated to a permutation of $\{1, 2, 3\}$ in the following sense: we first consider link 1 and saturate its rate to the largest possible value, which is $v^{1,1} = C^{(1)}$; then we consider link 3 and again saturate its rate to the largest possible value, compatibly with the value of $v^{1,1}$, which is $v^{1,3} = C^{(1,3)} - C^{(1)}$; and finally we assign link 2 the rate $v^{1,2} = C^{(1,2,3)} - C^{(1,3)}$, which is the largest possible rate compatible with the previous choices for the other two links. Analogously, vertex $v^2$ is associated to the permutation $(123)$, and so on.

Going back to our system model, when node $n$ receives from the links in the active link set $\mathcal{L}_\lambda(n)$ the rate vectors $v^{\kappa}_n(n)$, $\kappa \in [k_\lambda(n)!]$, can be expressed in terms of the limits $C^S$ where $S \subseteq \mathcal{L}_\lambda(n)$. We then define the set of rate vectors achieved at the $k_\lambda(n)!$ vertices of the dominant face of the corresponding multiuser capacity region as

$$\mathcal{R}_\lambda(n) = \{v^{\kappa}_n(n), \kappa \in [k_\lambda(n)!]\}.$$  

Since there are $k_\lambda(n)!$ vertices associated to the capacity region of each receiving node $n$ ($n \in [N + 1]$), then for every $\mathcal{L}_\lambda$ the total number of rate vectors is

$$K(\lambda) = \prod_{n=1}^{N+1} k_\lambda(n)!.$$  

The rate vector set $\mathcal{R}_\lambda$ appearing in (2) is then given by the Cartesian product

$$\mathcal{R}_\lambda = \mathcal{R}_\lambda(1) \times \cdots \times \mathcal{R}_\lambda(N + 1).$$

Again, in order to clarify the concepts and notations that we provide the example below, referring to the network in Figure 2.

**Example 4:** For the network of Figure 2 (left), the number of rate vectors associated with the active link set shown in Figure 2 (right) is given by

$$K(\lambda) = \prod_{n=1}^{N+1} k(n)! = k(3)!k(6)! = 2.$$  

Thus, this choice of active links involves $K(\lambda) = 2$ network states. Let us drop the subscript $\lambda$ for ease of notation. The rate vectors that can be achieved in the multiuser subgroup with receiving node 3 (for which $k(3) = 2$) are given by $v^1(3) = (v^{1,1}(3), v^{1,2}(3))$ and $v^2(3) = (v^{2,1}(3), v^{2,2}(3))$ where $v^{1,1}(3) = C^{(1)}(3)$, $v^{1,2}(3) = C^{(1,2,3)}(3) - C^{(1,3)}(3)$, $v^{2,1}(3) = C^{(1)}(3)$, and $v^{2,2}(3) = C^{(1,2)}(3) - C^{(2)}(3)$ with obvious notation. Thus, $\mathcal{R}(3) = \{v^1(3), v^2(3)\}$. Regarding receiving node 6, we have trivially $v^1(6) = (v^{1,1}(6))$, with $v^{1,1}(6) = C^{(1)}(6)$ and $\mathcal{R}(6) = \{v^1(6)\}$. Therefore, the sets of rate vectors $\mathcal{R}$ is given by the Cartesian product $\mathcal{R} = \mathcal{R}(1) \times \cdots \times \mathcal{R}(6) = \{r_1, r_2\}$, where

$$r_1 = (0, v^{1,1}(3), v^{1,2}(3), 0, 0, 0, 0, 0, 0, v^{1,1}(6)),$$

$$r_2 = (0, v^{2,1}(3), v^{2,2}(3), 0, 0, 0, 0, 0, v^{1,1}(6)).$$

We hasten to observe that, with this choice of the network states, every point in the dominant face of the multiuser
capacity region for any multiuser subgroup can be reached. Indeed, since every such point is the convex combination of the vertices \( v^* \), the state time fractions \( \theta_j, j \in [J] \), identify for any multiuser subgroup a unique point which is not necessarily a vertex and lies anywhere in the dominant face. An explicit example will be given in Section V.

In the following proposition, we give upper and lower bounds to the number of states \( J \) for a given network size.

**Proposition 3.1:** Consider a network with \( N + 1 \) nodes (including the gateway). Then, the number of states \( J \) satisfies

\[
F_{N+2} - 1 \leq J \leq (N + 1)! - 1
\]

where \( F_n \) is the \( n \)-th Fibonacci number.

**Proof:** It can be easily seen that the number of states increases with the number of available links \( L \). The lower bound is achieved by the connected network with the minimum value of \( L \), i.e., \( L = N \). Among all networks with \( N \) links, the one with the minimum number of states corresponds to a linear topology, where MUD is not possible. Then, from [12], we obtain the lower bound in (7).

By the same reasoning, the upper bound is obtained by considering a fully connected network, where \( L = \frac{N(N-1)}{2} \). In such a case, let us number the nodes starting from the one that is farthest away from the gateway and proceeding toward the gateway. Thus, node \( n \) can transmit to node \( n' \) if and only if \( n < n' \). We can map a given state of the network into a permutation of the set \([N + 1]\) as follows:

- we sort the set of nodes that are either in receiving or in sleep mode in increasing order, and
- we insert immediately after a given receiving node the set of nodes that are transmitting to it; for MUD, the order of the transmitting nodes identifies a corner-point of the capacity region.

For example, if \( N + 1 = 5 \), the permutation (43215) identifies the state where node 4 receives from nodes 1, 2 and 3, with the rates corresponding to the corner-point \( v_5 \) in Fig. 3, while node 5 (the gateway) is in sleep mode. It is easy to see that each permutation identifies a unique static and vice versa, with the only exception of the permutation \((12 \cdots N)\), which would identify a state where all nodes are in sleep mode. Thus, the total number of states for the fully connected network is equal to the total number of permutations of \([N+1]\) minus one, giving the upper bound of (7).

The bounds on \( J \) of (7) impose some constraints on the values of \( N \) for which our method, described below, can be applied. However, it is worth noting that the upper bound is rather pessimistic and that a sparse network has a number of states considerably smaller than \((N + 1)! - 1\). For example, the network in Fig. 2 (left) has only \( J = 133 \) possible states, instead of 719, which is the upper bound for \( N + 1 = 6 \).

Furthermore, simple yet effective techniques to reduce the number of states can be adopted. For example, we can divide the network area into subregions, and the network into subnetworks, one for each subregion. For each subnetwork, we can identify a number of “intermediate gateways” that can transfer traffic from the subregion to another, which is closer to the final gateway. Thus, it is possible to compute the states for each subnetwork with low complexity and then combine them properly, so that all network states can be easily obtained. In light of this, the search of the possible network states implies a limited delay.

### A. Optimal communication strategies

Next, we derive the optimal communication strategies that maximize rate \( R \). Recall that the generic node \( n \) generates information at rate \( W_n \). It also receives information from its predecessors in the network graph (i.e., from those nodes which are origins of the links directed to \( n \)) and forwards it to its successors (i.e., to those nodes that are the destinations of the links originated in \( n \)). Relays adopt a DF [4] relaying strategy so that the received signals are decoded and then re-encoded before being forwarded towards the gateway.

The information flowing through node \( n \) has to obey to the basic flow equation:

\[
W_n + \sum_{j \in (h(n))} r_j \theta_j - \sum_{j \in (l(n))} \sum_{\ell \in (l(n))} r_{j, \ell} \theta_j = 0
\]

where the second and third terms represent the information flow, respectively, received and transmitted by node \( n \). Using (1), we can rewrite (8) in a more compact form as

\[
\rho R + (H - T)^T \mathbf{R} \theta = 0
\]

where \( \rho = [\rho_1, \ldots, \rho_n]^T \), \( \mathbf{R} \) is the \( L \times J \) matrix whose \( j \)-th column is given by \( r_j \), and \( H \) and \( T \) are \( L \times N \) Boolean matrices such that \((H)_{\ell n} = 1\) if node \( n = h(\ell) \) and 0 otherwise, and \((T)_{\ell n} = 1\) if \( n = l(\ell) \) and 0 otherwise.

Given the network graph, the vector \( \rho \) and the rate matrix \( \mathbf{R} \), the rate \( R \) achieved by any communication strategy depends on the choice of the time fractions \( \theta \). The maximum achievable rate, \( R^* \), can be obtained by solving the following LP problem

\[
R^* = \max_{\theta} R
\]

\[
\text{s.t. } \rho R + (H - T)^T \mathbf{R} \theta = 0
\]

\[
1^T \theta = 1, \quad \theta \geq 0.
\]

The vector of time fraction \( \theta^* \) maximizing (9) defines the communications strategy providing the highest possible data rate under the assumptions made above. We remark that, since the network nodes are assumed to be saturated, the operational states whose associated time fraction is greater than zero, can be activated in any order. From LP theory, we know that there will be at most \( N \) nonzero components in the optimal time fraction vector \( \theta^* \), so that the implementation is not dramatically complex. Also, we stress that non-integer LP problems can be solved in polynomial time and, in particular, our formulation is suitable to be solved in real time [29].

### IV. Two case studies: AWGN and power constraints

In this section, we particularize the previous problem to two very important case studies. In Section IV-A, we consider the case of the additive white Gaussian noise (AWGN) channel model. In Section IV-B, we define a modified version of the
problem in (9), which takes into account constraints on the power consumption of each node; such constraints are relevant in many practical systems.

A. Optimal communication strategy for AWGN

In this section, we specify the problem in (9) for the particularly important case of transmission on the AWGN channel. More precisely, we define here the entries of the rate matrix $R$ in (9).

We consider that the communication channel shared by the nodes has bandwidth $W$ and is affected by AWGN with power spectral density level $N_0$ at all receivers. In the following, we define as $\gamma(n,n')$ the signal-to-noise ratio (SNR) at node $n'$ when it receives a signal transmitted by node $n$ at a reference power level $P_e$. Such definition has the only purpose to simplify the notation used throughout the paper; for concreteness, we set $P_e$ equal to the node power consumption in receiving state, which is assumed to be equal for all nodes. In general, the value of the SNR depends on the characteristics of the propagation environment and may vary over time. In this work, however, we focus on static or slowly varying communication channels where the values of the SNRs, $\gamma(n,n')$, remain constant or do not significantly change for a sufficiently large amount of time.

Let us consider the multiuser subgroup $L_\lambda(n)$. On the AWGN channel, the capacity limit for the generic subset $S \subseteq L_\lambda(n)$ is given by:

$$C_S^L(n) = \log_2 \left( \frac{\sum_{i \in S} \alpha_\lambda(i) \gamma(i,n)}{1 + I_\lambda(n)} \right).$$

(10)

where the interference received by node $n$ is

$$I_\lambda(n) = \sum_{i \in I_\lambda(n)} \alpha_\lambda(i) \gamma(i,n).$$

$P_{\lambda,n}^{\text{tx}}(i)$ is the power irradiated by node $i$ when the active link set is $L_\lambda$ and

$$\alpha_\lambda(i) = \frac{P_{\lambda,n}^{\text{tx}}(i)}{P_e}.$$  

(11)

We now exploit the model introduced above to compute the maximum achievable rate $R$, in the case where the node average power consumption must be bounded by some target values, and we provide a formulation accounting for such constraints.

B. Optimal communication strategy under power constraints

The instantaneous power consumption of the generic node $n$, $n \in [N]$, depends on its state. As already mentioned, when the node is receiving, its consumption is equal to $P_e$, which is independent of the node index $n$. We model the power consumption of a transmitting node by $P_e + \alpha_\lambda(n)P_e = P_e(1 + \alpha_\lambda(n))$, where $P_{\lambda,n}^{\text{tx}}(n) = \alpha_\lambda(n)P_e$ is the power irradiated by node $n$ when the set of active links is $L_\lambda$. Moreover, we assume that the power irradiated by a node is limited, i.e., $P_{\lambda,n}^{\text{tx}}(n) \leq P_{\lambda,n}^{\text{max}}$. Finally, when a node is in sleep state, its power consumption is assumed to be negligible. For simplicity, in the following all powers are normalized to the reference value $P_e$. In conclusion, the average normalized power required by node $n$ is given by

$$\pi(n) = \sum_{j=1}^J \left( I_{n,j} + \alpha_{\lambda,j}(n)\theta_j + \tilde{h}_{n,j} \theta_j \right),$$

(12)

where $I_{n,j}$ = 1 if node $n$ is transmitting during state $j$, 0 otherwise. Similarly, $\tilde{h}_{n,j} = 1$ if node $n$ is receiving during state $j$, 0 otherwise.

More compactly, the vector of average power consumption’s $\pi = [\pi(1), \ldots, \pi(N)]^T$ can be written as

$$\pi = (\tilde{T} + A)\theta + \tilde{H}\theta$$

(13)

where the $N \times J$ matrix $A$ is such that $(A)_{n,j} = \alpha_{\lambda,j}(n)$ (clearly $(A)_{n,j} = 0$ if node $n$ is receiving or in sleep state, in network state $j$). Also, we defined the $N \times J$ matrices $T$ and $H$ as $(T)_{n,j} = \tilde{I}_{n,j}$ and $(H)_{n,j} = \tilde{h}_{n,j}$.

Often in wireless networks it is required that the average node power consumption does not exceed a given target value. That is, the following inequalities must hold:

$$\pi \leq \pi^{\text{max}}$$

(14)

where $\pi^{\text{max}} = [\pi^{\text{max}}(1), \ldots, \pi^{\text{max}}(N)]^T$ is the vector of constraints on the nodes average power consumption. Then, the problem in (9) has to be modified to take into account such constraints. Using (14) and (13), we rewrite (9) as

$$R^* = \max_{\theta} R$$

s.t.

$$\rho R + (H - T)\theta = 0$$

$$\pi = (\tilde{T} + A)\theta + \tilde{H}\theta \leq \pi^{\text{max}}$$

$$1^T \theta = 1, \quad \theta \geq 0.$$  

(15)

From LP theory, we know that there will be at most $2N$ nonzero components in $\theta^*$ when accounting for power constraints, and that the number of excess nonzero components with respect to the $N$ of the LP problem in (9) will be equal to the number of power constraints met with the equal sign.

V. Model exploitation

The strategy achieving the optimal rate $R^*$ depends on many parameters, such as the network topology, the network load, the channel characteristics, the transmit powers, and the constraints that are imposed on the node average power consumption. Here we present an example of how our analysis can be applied to the study of a wireless network.

We focus on the network depicted in Figure 2 (left) with $N = 5$ nodes and a gateway (node 6). The nodes are deployed in a square region of side 100 m and their position is given by $x_1 = (20, 80)$, $x_2 = (10, 25)$, $x_3 = (40, 35)$, $x_4 = (95, 25)$, $x_5 = (55, 60)$ m. The gateway is at position $x_6 = (100, 75)$ m. Nodes use a bandwidth of $W = 1$ MHz at 2.4 GHz, corresponding to a wavelength $\lambda = 1/8$ m. Unless otherwise specified, the channel is assumed to be static with propagation exponent $a = 3$.

Nodes are equipped with omnidirectional antennas and the noise power spectral density at each receiver is set to $N_0 = -174 \text{ dBm/Hz}$. The power consumed by the nodes in receive...
mode (i.e., the reference power) is set to $P = 1$ mW, while the power irradiated by the antennas is limited by $P_{\text{tx}}^\text{max} = 1$ mW. Also, we assume that the nodes harvest energy from the environment and gather an average normalized power $\pi_{\text{max}} = [1.5, 1.5, 1.5, 1.5, 1.5]$. It follows that the node average power consumption cannot exceed 1.5.

Although in practice the propagation conditions are different for every node, in this example we make the simplifying assumption that a direct communication link between two nodes exists only if their distance is shorter than the radio range $d_r = 60$ m. This is a typical value for sensor networks; any other value could be considered as well. Under the above condition, the network in Figure 2 (left) has $L = 10$ links whose orientation has been chosen following the geographical routing approach described in Section II. We observe that nodes 3, 5, and 6 are the heads of more than one link, thus they can perform MUD.

An exhaustive search over the network graph allows to find $J = 133$ network states, among which two have been described in detail in the example given in Section III. We solve the linear problem in (9) (i.e., without taking into account the constraints on energy consumption) in the case where all nodes generate the same amount of information to be delivered to the gateway, i.e., $\rho_n = 1, n \in [N]$. We also assume that the power irradiated by transmitting nodes is set to $P_{\text{tx}}^\text{max}$ for all states. We therefore obtain the rate $R^* = 0.333$ Mb/s that can be achieved by a communication strategy defined by the time fractions $\theta^*$. In our case, we obtain the 5 active network states, which are reported in Table II. For each state index $j$, the table shows the corresponding time fraction $\theta^*_j$, the set of active links $L_{\lambda(j)}$, and the nonzero elements of the vector $r_j$.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\theta^*_j$</th>
<th>$L_{\lambda(j)}$</th>
<th>$r_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.100</td>
<td>${3, 9, 10}$</td>
<td>${0.706, 0.632, 1.530}$</td>
</tr>
<tr>
<td>12</td>
<td>0.533</td>
<td>${9, 10}$</td>
<td>${0.667, 1.730}$</td>
</tr>
<tr>
<td>38</td>
<td>0.138</td>
<td>${4, 10}$</td>
<td>${0.618, 1.260}$</td>
</tr>
<tr>
<td>111</td>
<td>0.019</td>
<td>${5, 6, 7}$</td>
<td>${2.255, 0.355, 1.397}$</td>
</tr>
<tr>
<td>112</td>
<td>0.210</td>
<td>${5, 6, 7}$</td>
<td>${1.388, 1.223, 1.397}$</td>
</tr>
</tbody>
</table>

The active links of the network states listed in Table II are also represented in Figure 4. We first observe that in states $j = 8$ and $j = 12$ the gateway receives useful signals from nodes 4 and 5 through links 1 and 2, respectively. Thus, it implements MUD. Node 5 also implements MUD in states $j = 111$ and $j = 112$ since it receives signals simultaneously from nodes 1, 2, and 3. In particular, the rate vectors $r_j$ in states $j = 111$ and $j = 112$ represent two of the vertices of a 3-user multiruser capacity region such as that depicted in Figure 3. Notice that the combination of these two vertices represents the optimal non-vertex point of the dominant face in the corresponding multiruser capacity region, since

$$\theta_{111}^* r_{111} + \theta_{112}^* r_{112} =$$

$$\left(\theta_{111}^* + \theta_{112}^*\right) \left[ \frac{\theta_{111}^*}{\theta_{111}^* + \theta_{112}^*} r_{111} + \frac{\theta_{112}^*}{\theta_{111}^* + \theta_{112}^*} r_{112} \right]$$

where the convex combination between brackets is the non-vertex point. As a practical consequence, the strategy can be implemented with only four network states, by directly implementing with probability $\theta_{111}^* + \theta_{112}^* = 0.229$ the optimal point, whose rate vector has nonzero components $(1.46, 1.151, 1.397)$ on $L_{\lambda(111)}$. Interference between links that are simultaneously active appears in states $j = 8$ and $j = 38$, while it is absent in the others. The communication strategy described above requires the nodes to consume an average normalized power $\pi = [0.457, 0.658, 0.833, 1.405, 1.771]$, which is obtained by computing (13).

We highlight that our proposed communication scheme can provide significant gains in terms of SNR with respect to simpler schemes that avoid the activation of interfering links. The benefit of allowing interfering links is outlined in Table III where we compare the rates (in Mb/s) achieved by the proposed scheme and by the interference-free communication scheme in (30). The results refer to the same scenario as above and show the performance as $P_{\text{tx}}^\text{max}$ varies.

We observe that when the transmit power is low, the interference does not reduce significantly the SINR and, thus, a gain (up to 30%) can be obtained by activating more links simultaneously. This gain decreases as the transmit power increases, since interference also increases. When the transmit power is high, the interference nullifies the gain provided by parallelism, thus the optimization problem in (9) does not select states with simultaneously active links. In such a situation, our strategy is equivalent to the interference-free communication scheme. Next, we look at the results obtained above and observe that node 5 requires an average normalized power above the threshold of 1.5. If we constrain the node average normalized power to be limited by $\pi_{\text{max}} = [1.5, 1.5, 1.5, 1.5, 1.5]$, the solution of (15) provides a
rate $R^* = 0.316 \text{Mb/s}$, which is lower than before. Indeed the new solution implies a different strategy with six (instead of five) active states, which are listed in Table IV. However, the

average normalized power consumption at the nodes becomes $\pi = [0.396, 0.610, 0.747, 1.482, 1.500]$. We observe that the slight reduction in the achieved rate, with respect to the case without energy constraints, is traded off with a reduction in the power consumption of nodes 1, 2, 3, and 5.

In general by imposing constraints on the nodes average power consumption, lower rates are achieved and the optimal strategy shows a larger number of states with respect to the unconstrained case. In the extreme case where the maximum values of average power that the nodes can consume are below a certain threshold (depending on the whole system parameters), no positive solution for $R$ can be found, i.e., the problem does not have a feasible solution.

With reference to the network topology in Figure 2 (left) and under the same settings as above, Figure 5 shows the optimal achieved rate, $R^*$, versus the maximum transmit power $P_{\text{tx}}^{\text{max}}$, in absence of energy constraints. Solid lines refer to the case where the radio range is $d_r = 60$ m, and the network graph is that of Figure 2 (left). Dashed lines instead refer to the case where the network is fully connected ($d_r = 120$ m), i.e., every node can communicate directly with any other node in the network. In both cases, the rate $R^*$ has been computed by using (9) and by considering that nodes can perform either multiuser detection (MUD) or single-user processing (no MUD). We observe that higher data rates can be achieved when MUD is used, at the price of a larger number of states.

Table IV

<table>
<thead>
<tr>
<th>$J$</th>
<th>$\theta_J^*$</th>
<th>$\mathcal{L}_J$</th>
<th>${r^J, \ell \in \mathcal{L}_J}$ [b/s/Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.078</td>
<td>(5.9, 10)</td>
<td>(0.706, 0.652, 1.530)</td>
</tr>
<tr>
<td>12</td>
<td>0.573</td>
<td>(9, 10)</td>
<td>(0.667, 1.730)</td>
</tr>
<tr>
<td>34</td>
<td>0.029</td>
<td>(3, 9)</td>
<td>(2.083, 1.372)</td>
</tr>
<tr>
<td>110</td>
<td>0.122</td>
<td>{4}</td>
<td>(1.272)</td>
</tr>
<tr>
<td>111</td>
<td>0.048</td>
<td>{5, 6, 7}</td>
<td>(2.255, 0.355, 1.397)</td>
</tr>
<tr>
<td>112</td>
<td>0.150</td>
<td>{5, 6, 7}</td>
<td>(1.388, 1.223, 1.397)</td>
</tr>
</tbody>
</table>

energy consumption at the nodes becomes $\pi = [0.396, 0.610, 0.747, 1.482, 1.500]$. We observe that the slight reduction in the achieved rate, with respect to the case without energy constraints, is traded off with a reduction in the power consumption of nodes 1, 2, 3, and 5.

In general by imposing constraints on the nodes average power consumption, lower rates are achieved and the optimal strategy shows a larger number of states with respect to the unconstrained case. In the extreme case where the maximum values of average power that the nodes can consume are below a certain threshold (depending on the whole system parameters), no positive solution for $R$ can be found, i.e., the problem does not have a feasible solution.

With reference to the network topology in Figure 2 (left) and under the same settings as above, Figure 5 shows the optimal achieved rate, $R^*$, versus the maximum transmit power $P_{\text{tx}}^{\text{max}}$, in absence of energy constraints. Solid lines refer to the case where the radio range is $d_r = 60$ m, and the network graph is that of Figure 2 (left). Dashed lines instead refer to the case where the network is fully connected ($d_r = 120$ m), i.e., every node can communicate directly with any other node in the network. In both cases, the rate $R^*$ has been computed by using (9) and by considering that nodes can perform either multiuser detection (MUD) or single-user processing (no MUD). We observe that higher data rates can be achieved when MUD is used, at the price of a larger number of states.
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