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Abstract—In this paper we focus on a well-known optical fronthauling architecture based on frequency division multiplexed DSP-assisted channel aggregation and we present new results related to the optimization of the optical setup, proposing an efficient technique for the optimization of the transmission. In particular, we report an original pre-emphasis technique to equalize the performance of the radio channels, especially focusing on the upstream link that has more critical characteristics but was typically not treated in details in previous works on this topic. The effects of both radio and optical impairments on the error vector magnitude (EVM) are taken into account. An analytical description of our approach is provided, and then it is applied on an experimental setup (able to aggregate up to 96 20 MHz radio signals), showing the possibility of minimizing the maximum EVM at the output of the fronthauling link, for both downstream and upstream transmission. Additionally, a low-complexity technique to practically estimate the EVM per channel by taking advantage of only the DSP-aggregation/de-aggregation functionalities is proposed and, again, experimentally demonstrated.
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I. INTRODUCTION

There is a wide consensus around the fact that high-capacity optical fronthaul technology is becoming imperative in order to fulfill the technical requirements of next generation mobile networks [1–4]. An exceedingly high aggregated bit rate on the optical fronthaul segment would be required if the today de-facto CPRI [5] standard was directly applied to transport a large number of LTE-A or 5G radio signals. A promising alternative based on DSP-assisted channel aggregation (DSP-A), which provides huge bandwidth saving with respect to CPRI, has recently emerged [6]. The key feature of this approach consists on “natively” transporting the radio waveforms over the optical link by using a frequency division multiplexing (FDM) approach. FDM is performed using only low latency and relatively low complexity DSP functionalities, enabled by the use of efficient Fast Fourier transform (FFT) and inverse FFT (iFFT) blocks.

For the sake of clarity, the main principles of DSP-assisted channel aggregation are reported hereafter. The most typical embodiment [6] implements the following functionalities in the downstream (DS) direction:

• an FFT over a small number of N-points on each of the \( N_{\text{As}} \) baseband radio waveforms, to be simultaneously transported to the Antenna Site (AS);
• FDM aggregation of the \( N_{\text{As}} \) FFT outputs by placing the spectral samples in the proper position of a large M points vector, which is then sent to an M-points inverse FFT to generate the aggregated time domain signal;
• optical transmission of the resulting signal using analog intensity modulation, like in traditional radio-over-fiber;
• on the AS, direct detection of the optical signal, then de-aggregation by a DSP similar to the one used at the Central Office (CO), and antennas feeding of the resulting \( N_{\text{As}} \) radio waveforms, after proper frequency up-conversion.

Another approach based on Time Division Multiplexing (TDM) has also been proposed [7], but we will focus on the FDM version only.

To the best of our knowledge, the FDM DSP-A approach has been mainly investigated for DS purposes only [6, 8, 9], i.e., for information flows from the base-band units (BBUs), typically placed in COs, to the AS that delivers the radio signals to the mobile terminals, whereas little attention was placed in the upstream (US) direction [10, 11]. Moreover, literature in this area mostly presents experimental analysis, with little emphasis on the link optimization. This paper focuses on these two missing aspects and, in particular, it deals with an equalization optimization procedure that can be applied to both DS and US directions.

The quality of the optical DS link is evaluated in our paper focusing only on the Error Vector Magnitude (EVM)
parameter. We did not consider here the processing delay, since it was anyway already studied in [6], where it is shown that FDMA-based DSP aggregation can be implemented with delays that satisfy even the very stringent requirements that have been set, for instance, for CPRI. Moreover, we also did not consider the Alternate Channel Leakage Ratio (ACLR) parameter since, even though it is very important for this kind of system, it would require a further extensive study that cannot fit in the space limitation of this paper. Most of the transmission experiments carried out so far foresee the transmission of a set of radio signals that are generated by DSP platforms at the CO as “error-free” signals (EVM = 0%) and then sent over a fiber infrastructure. The optical link is terminated at the AS where the received signal should comply with the EVM values required by today LTE standards [12] and, in the near future, by the 5G requirements. To achieve the required performance, a set of DSP techniques and optimization procedures have been proposed and analyzed in some of our previous works using the DSP-A approach for the DS scenario [8, 9].

For what concerns the US direction, the problem is reverted with respect to DS, as schematically depicted in Fig. 1, in the sense that the signal to be transmitted over the fiber path is already corrupted by the radio propagation. In addition, mobile terminals are randomly distributed within the radio cell, and thus all electrical carriers reach the antenna, and then the electro-optical converters, with different EVM on a per-channel basis. Properly conditioning the aggregated signal then becomes the key aspect for dimensioning the optical link towards the BBU.

In this paper we analyze, for the first time to the best of our knowledge, the problem to be faced by the US link of an optical fronthauling network based on DSP-A, which is the aggregation of many radio signal characterized by different EVM. We propose an equalizing rule to be applied to the signal transporting all the different electrical carriers generated by the mobile terminals that optimizes the overall system performance and, in parallel, can also cope frequency-dependence on the optical link (in terms of either transfer function and/or noise). Moreover, we show that the proposed equalizer derived for the US direction could be easily adapted to work also for DS conditions, which will be treated as a special (and simpler) case of the general US problem. In the following, for the sake of completeness, we replicate some results reported in [9] to exemplify the equalization functionalities under the DS scenario. In addition, a novel EVM estimation technique performed using the DSP aggregation (or de-aggregation) block functionalities, which enables a realistic EVM measurement under real-time conditions, is also proposed and analyzed. The additional complexity of implementing this technique in a DSP-A architecture is almost marginal.

The paper is thus organized as follows: in Section II we develop the theory behind the proposed equalization algorithm, then in Section III the experimental setup is described. In Section IV we propose an EVM practical estimation technique, whereas in Section V and VI the results of the experimental campaign for the DS and US directions, respectively, are shown; finally, in Section VII we draw some conclusions.

II. PRE-EMPHASIS EQUALIZATION TECHNIQUE: GENERAL THEORETICAL TREATMENT

We assume that, at the transmitter side, a set of $N_{ch}$ complex baseband digital OFDM waveforms $s_i$, $i \in [1, N_{ch}]$ (which today can represent LTE-A signals or, in the near future, 5G radio signals), are aggregated following the DSP-based approach described in [6]. The signal to be transparently transported over the optical link can thus be written as:

$$x_{FDM}(t) = \sum_{i=1}^{N_{ch}} x_{OFDM,i}(t) = \sum_{i=1}^{N_{ch}} \text{Re}\{s_i(t)e^{j2\pi f_i t}\}$$

(1)

where $x_{OFDM,i}(t)$ represent the signals that results after RF-up conversion of the complex baseband signals $s_i$, and $f_i$ are properly selected electrical frequencies to perform FDM aggregation. These OFDM signals exhibit, in general, different SNR values at the output of the fronthaul channel in both DS and US directions, which results in a non-uniform EVM distribution among channels. This channel dependent performance occurs because of the frequency-dependence on the optical link. In the US direction, additionally, the performance of the channels at the input of the fronthaul is already unbalanced due to wireless propagation. Since all the channels should outperform a given EVM target at the receiver side, the maximum Optical Path Loss (OPL) of the system, for a given transmitted power, becomes limited by the worst performing channel, whereas the rest of them would still have a performance margin to allow an OPL increasing. To compensate for this issue, the aggregated channels can be pre-emphasized in amplitude at the transmitter side in order to obtain approximately the same EVM at the receiver side and thus approximately the same Bit Error Rate (BER).

The proposed pre-emphasis technique consists on multiplying the amplitude of each $s_i$ waveform by a properly selected real coefficient $k_i$, as shown in Fig. 2. After pre-emphasis, the $x_{FDM}(t)$ signal becomes:

$$x_{FDM}(t) = \sum_{i=1}^{N_{ch}} k_i x_{OFDM,i}(t)$$

(2)

The set of $k$-coefficients are globally optimized in order to minimize the maximum received EVM (which is equivalent to maximize the minimum received SNR), along the whole set of channels. An algorithm to carry out this optimization is developed here as follows.

Let us analyze the more general case, corresponding to the US direction, to generate the pre-emphasis algorithm. The DS direction can be considered a particular case of the US one, as discussed later. A simplified model of the US transmission is shown in Fig. 3, where we have considered equivalent noise contributions for both the wireless and
optical segments. All the systems are considered linear, therefore, the propagation of each OFDM channels is assumed to be, as a first approximation, independent, in the sense that we neglect in this analysis nonlinearly generated crosstalk among channels. According to this model, the i-th OFDM signal at the output of the fronthaul receiver and DSP de-aggregator, \( s_i(t) \), can be written as:

\[
\tilde{s}_i(t) = k_i \left( s_i(t) + n^W_i(t) \right) + n^F_i(t)
\]

(3)

where \( s_i(t) \) is the signal generated by the i-th mobile terminal, and \( n^W_i(t) \) and \( n^F_i(t) \) are noise signals that emulates the noise addition to \( s_i(t) \) after transmission through the wireless and the optical fronthaul channels, respectively. These noise signals are modelled here as additive white Gaussian noise (AWGN), each encompassing the sum of all the individual contributions of the noise sources present in the wireless and optical fronthaul system, respectively. In the following, we omit the dependence on time. The SNR of the i-th OFDM channel at the output of the fronthaul, \( \text{SNR}^{\text{out}}_i \), is thus equal to:

\[
\text{SNR}^{\text{out}}_i = \frac{k_i^2 P_{s,i}}{k_i^2 P_{n^W,i} + P_{n^F,i}} = \frac{1}{\frac{P_{n^W,i}}{P_{s,i}} + \frac{1}{k_i^2} \frac{P_{n^F,i}}{P_{s,i}}}
\]

(4)

where \( P_{s,i} \), \( P_{n^W,i} \) and \( P_{n^F,i} \) are the average power of \( s_i \), \( n^W_i \) and \( n^F_i \), respectively. After very simple mathematical passages, Eq. (4), can be expressed as:

\[
\left( \text{SNR}^{\text{out}}_i \right)^{-1} = \left( \text{SNR}^{\text{W}}_i \right)^{-1} + \left( k_i^2 \cdot \text{SNR}^{\text{F}}_i \right)^{-1}
\]

(5)

where \( \text{SNR}^{\text{W}}_i = P_{s,i} / P_{n^W,i} \) and \( \text{SNR}^{\text{F}}_i = P_{s,i} / P_{n^F,i} \), are the “individual” SNR that would be present at the output of the wireless and the optical fronthaul channels, respectively, if they were single independent “blocks” with an input signal \( s_i \). Since both the wireless and the optical fronthaul channels are here modeled as AWGN channels, the SNR and the root-mean-square EVM of the signal are thus related as \( \text{SNR}_i = 1/(\text{EVM}^i)^2 \) [13]. Using this relation, Eq. (5) can be rewritten in terms of EVM as follows:

\[
\left( \text{EVM}^{\text{out}}_i \right)^2 = \left( \text{EVM}^{\text{W}}_i \right)^2 + \left( k_i^{-1} \cdot \text{EVM}^{\text{F}}_i \right)^2
\]

(6)

Then, \( k_i = \sqrt{\frac{\left( \text{EVM}^{\text{F}}_i \right)^2}{\left( \text{EVM}^{\text{out}}_i \right)^2 - \left( \text{EVM}^{\text{W}}_i \right)^2}} \)

(7)

This last expression indicates a useful way to compute the \( k_i \) coefficient for a given set of \( \text{EVM}^{\text{out}}_i \), \( \text{EVM}^{\text{W}}_i \) and \( \text{EVM}^{\text{F}}_i \) values. The last two terms are the EVM of the i-th signal at the output of the wireless and the optical fronthaul channels, respectively, and they can be measured directly on the signals involved in the fronthauling system. The term \( \text{EVM}^{\text{F}}_i \) is the EVM that would be obtained at the output of the fronthaul segment if only the noiseless signal \( s_i \) was present at its input (without noise addition at the wireless channel) but, unfortunately, this term cannot be measured directly. We thus propose an easy, two-step procedure to solve the issue. In particular, for a given setup, a first transmission in which each \( k_i \) coefficient is equal to one is performed (no pre-emphasis situation) and each resulting \( \text{EVM}^{\text{out}}_i \) named here \( \text{EVM}^{\text{out,no-pre}}_i \), is measured at the receiver side. Each \( \text{EVM}^{\text{F}}_i \) is then computed at the transmitter, following Eq. (7) with \( k_i = 1 \), as follows:

\[
\text{EVM}^{\text{F}}_i = \sqrt{\left( \text{EVM}^{\text{out,no-pre}}_i \right)^2 - \left( \text{EVM}^{\text{W}}_i \right)^2}
\]

(8)

This process solves the problem of practically evaluating \( \text{EVM}^{\text{F}}_i \). We notice that it should be repeated every time the optical channels conditions change significantly.

As stated before, the objective of the pre-emphasis technique is to minimize the maximum \( \text{EVM}^{\text{out}}_i \). It can be shown that this optimization problem is equivalent to enforce a uniform EVM per channel distribution, i.e., enforcing \( \text{EVM}^{\text{out}}_i \) to be constant and equal to a given target value: \( \text{EVM}^{\text{out}}_i = \text{EVM}^{\text{target}}_i \), \( \forall i = 1,2,...,N_{\text{ch}} \). By considering this condition, and substituting Eq. (8) into Eq. (7), the \( k_i \) coefficient is evaluated by means of the following expression:

\[
k_i = \sqrt{\frac{\left( \text{EVM}^{\text{out,no-pre}}_i \right)^2 - \left( \text{EVM}^{\text{W}}_i \right)^2}{\left( \text{EVM}^{\text{out}}_i \right)^2}}
\]

(9)

This is the main result of this section, since it completely solves the problem on how to evaluate the equalization \( k_i \) coefficient in an optimal and very practical way. Since \( \text{EVM}^{\text{out,no-pre}}_i \geq \text{EVM}^{\text{W}}_i \), \( \forall i \in N_{\text{ch}} \), then a lower bound to choose the \( \text{EVM}^{\text{out}}_i \) is \( \text{EVM}^{\text{out}}_i > \text{EVM}^{\text{W}}_i \), \( \forall i \in N_{\text{ch}} \), in order to compute a set of real-valued \( k_i \) coefficients.

Given a set of \( \text{EVM}^{\text{W}}_i \) per channel at the input of the fronthaul, the corresponding set of \( \text{EVM}^{\text{out,no-pre}}_i \) per channel at its output when no pre-emphasis is applied depends only on the characteristics of the optical fronthaul. Then, from Eq. (9), the only parameter that can be chosen to evaluate the \( k_i \)-coefficients is the \( \text{EVM}^{\text{out}}_i \). However, it is important to note that \( \text{EVM}^{\text{target}}_i \) is not a completely free parameter that can be arbitrarily chosen. In fact, since after pre-emphasis the amplitude of the signal will change as a function of the computed \( k_i \)-coefficients, the choice of \( \text{EVM}^{\text{out}}_i \) needs to be constrained in such a way that the
resulting peak-to-peak voltage \( V_{pp} \) of the signal \( x_{FDM}(t) \) equals the optimum voltage range in which the optical modulator is driven. To better understand this point, we remember that in order to reduce the peak-to-average power ratio (PAPR), in all these kinds of FDM-aggregated systems, the signal \( x_{FDM}(t) \) needs to be amplitude clipped with a properly optimized clipping ratio [9]. The actual \( x_{FDM}(t) \) optimal peak-to-peak voltage at the input of the modulator is related to its variance \( \sigma_{FDM}^2 \) before clipping as \( V_{pp} = C_{clip} \cdot \sigma_{FDM} \) [9], where \( C_{clip} \) is a proper optimal clipping level parameter. Therefore, provided that the pre-emphasis technique is applied before clipping, in order to force the same \( V_{pp} \) before and after the pre-emphasis block, the EVM\(_{\text{out}}\) value is actually constrained to maintain after pre-emphasis the same variance of the signal \( x_{FDM}(t) \) that was present before the technique is applied. We verified by extensive simulations and experiments that this heuristic rule is actually the one leading to optimal results. Considering that the individual OFDM waveforms can be modeled (with very good level of approximation) as independent Gaussian random variables, the variance of \( x_{FDM}(t) \) before pre-emphasis can be evaluated as:

\[
\sigma_{FDM}^2 = \sum_{i=1}^{N} \sigma_i^2 \quad \text{where} \quad \sigma_i^2 \quad \text{is the variance of} \quad s_i.
\]

If the variance of all OFDM signals is assumed to be the same, \( i.e., \sigma_i^2 = \sigma_{OFDM}^2, \forall i \in N_{ch} \) (a very reasonable assumption in the fronthauling scenario, since all OFDM channels can be properly normalized in DSP), then the variance of \( x_{FDM}(t) \) can be computed as \( \sigma_{FDM}^2(t) = N_{ch} \cdot \sigma_{OFDM}^2 \). Once the pre-emphasis technique is applied, the variance of the signal \( x_{FDM}(t) \) before clipping (see Eq. (2)) becomes:

\[
\sigma_{FDM}^2 = \sum_{i=1}^{N} k_i^2 \sigma_i^2 = \sigma_{OFDM}^2 \sum_{i=1}^{N} k_i^2
\]

Therefore, in order to preserve the variance of \( x_{FDM}(t) \) after pre-emphasis to the same value as for the no pre-emphasis case, the following condition should be satisfied:

\[
\sum_{i=1}^{N} k_i^2 = N_{ch}
\]

Let us define a \( G_{US} \) function as follows:

\[
G_{US} = \frac{1}{N_{ch}} \sum_{i=1}^{N} k_i^2
\]

By substituting Eq. (9) into Eq. (12), we get \( G_{US} \) as a function of \( \text{EVM}_{\text{out\_target}} \), as following:

\[
G_{US}(\text{EVM}_{\text{out\_target}}) \ = \ \frac{1}{N_{ch}} \sum_{i=1}^{N} \left( \frac{\text{EVM}_{\text{out\_no\_pre}}^i - \text{EVM}_{W}}{\text{EVM}_{\text{out\_target}}^i} \right)^2
\]

From Equations (11) – (13) it is straightforward to see that the choice of \( \text{EVM}_{\text{out\_target}} \) is then constrained to satisfy the condition \( G_{US} = 1 \), where \( G_{US} \) is the constraint function in the optimization process to minimize the maximum EVM of the received set of EVM per channel values. Therefore, the \( \text{EVM}_{\text{out\_target}} \) that solves the condition \( G_{US} = 1 \) in Eq. (13) represents the minimum (\( i.e., \) optimum) EVM value that can be achieved by all the OFDM channels.

Equations (9) and (13) are, in our opinion, a very important result in the channel performance equalization procedure for DSP-A fronthauling system and, to the best of our knowledge, this equalization algorithm was never proposed in literature before. Moreover, the additional DSP complexity of the proposed pre-emphasis technique is marginal since, as also shown in Fig. 3, it requires only \( N_{ch} \) real multiplication blocks in the fast part of the DSP flows, whereas the update of the \( k \) coefficients could be implemented off-line by a slow processing, considering that the optical channel is almost static. The practical application of these equations will be explained in Section VI on experimental upstream transmission demonstration.

Let us now adapt the equalization algorithm to the DS direction. Whereas in the US case the OFDM generator block, shown in Fig. 3, emulates the mobile terminals, in the DS scenario this block emulates the BBUs, followed by the optical fronthaul channel. This situation is equivalent to consider an US scenario in which a noiseless wireless channel is placed in between the BBUs and the optical fronthaul. Therefore, all the previous analysis carried out for the US case are still valid for the DS one if considering that \( \text{EVM}_{W} = 0 \). Consequently, Eq. (9) and Eq. (13) largely simplify to:

\[
k_i = \frac{\text{EVM}_{\text{out\_no\_pre}}^i}{\text{EVM}_{\text{out\_target}}} \quad \text{(14)}
\]

and,

\[
G_{DS}(\text{EVM}_{\text{out\_target}}) = \frac{1}{N_{ch}} \sum_{i=1}^{N} \left( \frac{\text{EVM}_{\text{out\_no\_pre}}^i}{\text{EVM}_{\text{out\_target}}} \right)^2
\]

The functionality of the proposed pre-emphasis technique for the DS direction is experimentally evaluated in Section V, replicating some results of our previous work reported in [9], for the sake of completeness.

### III. EXPERIMENTAL SETUP

The experimental setup for the proposed DSP-A fronthauling system is shown in Fig. 4, where either the DS or US directions of a fronthauling architecture can be emulated just by making different assumptions on the characteristic of the input signals, as detailed below. At the transmitter side, \( N_{ch} = 96 \) baseband radio waveforms (generated in Matlab\textsuperscript{®}) to satisfy LTE-A standard
requirements) are aggregated to form the \( x_{\text{FDM}}(t) \) signal following the DSP-assisted approach proposed in [6], using 96 FFT blocks of size \( N = 16 \) and an inverse FFT block of size \( M = 4096 \). Each radio waveform is an OFDM signal using 64-QAM as digital modulation format and generated with a 30.72 MHz sampling rate, according to the specification of a 20 MHz LTE-A signal. The resulting channel spacing between the central frequencies of two adjacent radio waveforms is exactly set at 30.72 MHz, so that the total electrical spectrum is approximately equal to 3 GHz. This choice allows a very straightforward DSP aggregation procedure. The \( x_{\text{FDM}}(t) \) signal is stored in an Arbitrary Waveform Generator (AWG), characterized by an analog bandwidth of 6 GHz, a vertical resolution of 10 bits and a sampling rate of 12 GS/s. To emulate the US transmission case, AWGN is added to each off-line generated OFDM signal before DSP-A FDM aggregation. This noise addition emulates, in our experimental setup, the propagation of the signals through the wireless channel. The variance of the AWGN added to each OFDM channel is properly set to achieve a particular EVM value at the input of the fronthaul, which is, in general, different among channels, as detailed in Section VI. In the DS direction, the OFDM signals are generated as error-free without any noise addition before entering the fronthaul system.

A Mach-Zehnder Modulator (MZM), driven by the \( x_{\text{FDM}}(t) \) signal is used to modulate the continuous wave (CW) carrier generated by the laser source. The MZM is biased at its quadrature point [8]. The optical signal at the output of the modulator is amplified using an erbium doped fiber amplifier (EDFA). The transmitted output optical power \( (P_t) \) is set to +9 dBm. The transmitter output signal is launched into 25 km of SMF followed by a variable optical attenuator (VOA) for spanning different values of OPL. Then, an avalanche photodiode (APD) directly detects the signal. We used an APD that is today typical for next-generation Passive Optical Network architecture (such as XGS-PON or NG-PON2) that, due to their high sensitivity requirements, cannot use standard PIN-based photodiode. It is followed by a transimpedance amplifier and a real-time oscilloscope (RTO) which performs analogue-to-digital conversion (ADC) and stores the resulting samples. The RTO is characterized by 16 GHz of analogue BW, 50 GS/s of sampling rate and 8 bits of vertical resolution. The EVM calculation is carried out in Matlab® by applying the de-aggregating, post-processing algorithm on the signals stored by the RTO and then demodulating each OFDM signal. An ideal synchronization scheme was performed based on a cross-correlation operation between the received signal and a pilot signal. The de-aggregation procedure is performed following the DSP-based approach using an FFT block of size \( M = 4096 \) and 96 inverse FFTs blocks of size \( N = 16 \). After applying single-tap frequency domain equalizers, the EVM per channel is obtained as the average over all the OFDM subcarriers.

IV. SPECTRAL EVM ESTIMATION

In order to measure the EVM of each OFDM channel, either at the input or output of the fronthaul, a full OFDM receiver per channel is needed. In our laboratory experiments this procedure was performed off-line in Matlab®, but in a real fronthaul implementation this would be exceedingly complex to be carried out in the AS. For this reason, a simpler approach in which every EVM value is estimated from spectrally measuring the corresponding SNR, on every channel without passing from the EVM evaluation at the OFDM receivers is here proposed. In the proposed approach, named here “spectral EVM estimation”, a direct SNR estimation is performed based on the parameters available in the DSP that implements channel aggregation/de-aggregation at the transmitter/receiver. In particular, at the receiver, each SNR is obtained by averaging the values of several frames at the output of the M-points FFT that has to be performed for channel de-aggregation, which is thus used as a form of “embedded” electrical spectrum analyzer, without requiring any further DSP complexity. Let us name the received signal after analogue to digital conversion and synchronization as \( \tilde{x}_{\text{FDM}}[n] \). This signal is serial to parallel converted to form the parallel signal \( \tilde{x}_p \) as following:

\[
\tilde{x}_p = \begin{bmatrix}
\tilde{x}_p[0,0] & \tilde{x}_p[0,1] & \tilde{x}_p[0,2] \\
\tilde{x}_p[1,0] & \tilde{x}_p[1,1] & \tilde{x}_p[1,2] \\
\vdots & \vdots & \vdots \\
\tilde{x}_p[M-1,0] & \tilde{x}_p[M-1,1] & \tilde{x}_p[M-1,2]
\end{bmatrix}
\]

After the M-points FFT block, the parallel signal \( \tilde{x}_p \) becomes the parallel complex signal \( \tilde{X}_p \):

\[
\tilde{X}_p = \begin{bmatrix}
\tilde{X}_p[0,0] & \tilde{X}_p[0,1] & \tilde{X}_p[0,2] \\
\tilde{X}_p[1,0] & \tilde{X}_p[1,1] & \tilde{X}_p[1,2] \\
\vdots & \vdots & \vdots \\
\tilde{X}_p[M-1,0] & \tilde{X}_p[M-1,1] & \tilde{X}_p[M-1,2]
\end{bmatrix}
\]

Let us now define the signal \( \tilde{x}_{\text{FDM}} \) as follows:

\[
\tilde{x}_{\text{FDM}}[m] = \tilde{x}_{\text{FDM}}[-M/2], \ldots, \tilde{x}_{\text{FDM}}[0], \ldots, \tilde{x}_{\text{FDM}}[M/2-1]
\]

\[
\tilde{x}_{\text{FDM}}[i] = \text{mean}_i \left( |\tilde{X}_N[i + M/2]|^2 \right) = \frac{1}{L} \sum_{n=0}^{L-1} |\tilde{X}_N[i + M/2, n]|^2
\]

where \( \text{mean}_i(*) \) indicates averaging over \( L \) number of frames, and \( |\cdot|^2 \) indicates modulus squared operation. The digital signal \( \tilde{x}_{\text{FDM}} \) approximates the power spectrum of the signal \( \tilde{x}_{\text{FDM}}[n] \) (the approximation improves as \( M \) and \( L \) increases). After a proper channel allocation, a particular set of \( N \) points of the signal \( \tilde{x}_{\text{FDM}} \) corresponds to an estimation of the spectrum of each LTE channel. From these \( N \) points, signal and noise power levels can be estimated to compute the SNR of each channel, and
therefore the EVM. This procedure is depicted in Fig. 5: the spectrum shown in the inset is simply the average modulus squared of the FFT output values, so that the SNR values can be estimated as the ratio between the average of seven signal points and the average of two “noise-floor” points (one at the left and one at the right side of each useful signal), as indicated in the zoom inset of Fig. 5. At the transmitter side, the same procedure can be performed to estimate the EVM of the channels at the input of the fronthaul, by using the outputs of the \( N \times N \)-point FFTs of the DSP-assisted aggregator.

Unfortunately, by testing the proposed spectral EVM estimation method, we found a significant disagreement between the spectrally estimated and the actual EVM values measured using OFDM receivers. We thus tried to turn off some channels and repeat the SNR measurements. The corresponding power spectrum at the output of the de-aggregator’s FFT is plotted in Fig. 6 for one of the experimental cases that will be presented in the following section. A mismatch between the noise levels measured when a channel is turned on and off is clearly evident. As depicted in Fig. 6, the actual noise level of the channels is hidden by the equivalent cross-talk generated by the finite spectral resolution of the FFT-based spectral estimation. This noise level mismatch is reflected in the referred EVM disagreement between the two EVM measurement techniques. To overcome this limitation, one channel at a time can be turned off in a proper initial “bootstrap” phase of the optical fronthauling system, so the corresponding actual noise level of that channel can be measured and stored. This operation should be performed periodically before sending the data. The optical fronthaul system is assumed to be static under that period. Once having the complete noise per channel vector stored, the SNR can be estimated by means of the actual power of the signal per channel (measured at real-time) and its corresponding noise value (stored). If the fronthaul setup changes, the procedure to measure and store the corresponding noise per channel vector must be repeated.

Figure 7 shows EVM per channel graphs for three experimental tests (setting different OPLs) in which the EVM values obtained by using the spectral estimation technique and the ones measured using full OFDM receivers are compared. It could be observed that the difference between the results obtained using the two procedures is very small, demonstrating the validity of the proposed spectral estimation proposal.

V. DOWNSTREAM RESULTS

The ETSI standard requires EVM ≤ 8% for LTE-A 64-QAM signals at the transmitter antenna [12]. Due to the frequency response of the full opto-electronics used in our experiments, the received 96 channels have different amplitudes over the used 3 GHz band and the noise level is not flat. In our experiments, this is mostly due to the used DAC and ADC, whose amplitude response and effective number of bits is getting worse for increasing frequency. The frequency dependence would anyway be present in any optoelectronic system, particularly for the very high available bandwidth that will be required for future fronthauling solutions. As a consequence, we would always have significantly different EVMs among the received radio channels. Therefore, the transmitted amplitudes in the DSP domain were equalized using the approach described in Section II. The results are shown in Fig. 8 for two different OPL values: 25 and 29 dB. In both cases, the maximum received EVM outperforms the EVM target, in the former without using any pre-emphasis technique, whereas it is necessary in the latter case. The black curve (with squares) reports the received EVM without any amplitude pre-emphasis equalization, i.e., \( \text{EVM}^{\text{out}, \text{no-pre}} \) in Eq. (14) and Eq. (15), showing an unacceptable variation among channels. For instance, a variation from EVM = 6% at lower frequencies to 11% at higher frequencies is shown in Fig. 8.b. The pre-emphasis coefficients \( (k_i) \) to equalize the received SNR, and thus the EVM, are evaluated using Eq. (14), where the \( \text{EVM}_{\text{target}} \) value is computed using Eq. (15) by fulfilling the condition \( G_{DS} = 1 \). The blue curve (with circles) reports the \( \text{EVM}^{\text{out}} \) when the amplitude pre-emphasis equalization takes place. In both OPL cases, the functionality of the pre-emphasis technique is demonstrated, reducing the maximum EVM value from 8.1% and 11.5% to 6% and 7.5% for OPL = 25 and 29 dB, respectively. This example largely shows the system gain that can be obtained using our procedure. As another positive side effect, it can also be observed the flattening of the EVM per channel distribution.

The EVM values presented in the blue (with circles) curve of Fig. 8 were measured on all channels at the output of a full OFDM receiver for each of the 96 channels. As discussed in Section IV, this operation would likely be very complex in the AS of a fronthauling architecture. For this reason, EVM results using the proposed simpler spectral estimation approach, described in Section IV, are also presented with the red curves (with triangles) in Fig. 8. As expected, no significant degradation between the blue and red curves can be observed. Moreover, in all cases the maximum EVM is maintained below the 8% target. Since both approaches deliver similar results but the EVM measurement aided by OFDM receivers is simpler and faster when an off-line DSP approach is used, this alternative method will be used in the results reported in the rest of this document. However, to the best of our knowledge, the spectral EVM estimation technique proposed and demonstrated here is a novel and useful contribution for real-time DSP implementations that enables the possibility of using equalization and compensation techniques that require a fast channel performance estimation, as the pre-emphasis compensation algorithms proposed and used in this work.

VI. UPSTREAM RESULTS

In this section, an analysis of the upstream link in optical fronthauling networks based on DSP-assisted channel aggregation is reported. The effect of both wireless and optical fiber transmission on the EVM is taken into account.

Before proceeding, we would like to point out that current LTE standard specify the required physical layer
performance by means of: i) a target EVM at the
transmitter antenna: this is what we have directly used in
the previous section on DS; ii) a packet loss rate at the final
receiver (i.e., after the final OFDM receiver in the BBU),
which is directly related to the overall BER. Indirectly, this
also means that the EVM at the final receiver should satisfy
some proper EVM constraint (which is anyway not
indicated in the LTE standards). For simplicity, we thus
perform EVM consideration also in this case.

Considering different distributions of the mobile
terminals within a radio cell, the proposed pre-emphasis
equalizer (presented in Section II) is applied to the signal
transporting all the already noisy electrical carriers
generated by the mobile terminals, and its functionality is
experimentally tested. Since we did not have access to a
test real radio distribution system on so many different radio
canals, we reproduced in our laboratory some test
conditions in terms of the statistical distribution of the
EVMw of the signals reaching the antenna from the mobile
terminals. In particular, we tested: a deterministic non-
uniform distribution (sinusoidal), a random distribution
and a uniform distribution. The random distribution was
Gaussian. The sequences loaded in the AWG were thus
programmed in order to force the distribution of EVMw and
the related pre-emphasis equalization algorithm explained
in Section II.

Purpose of the experimental campaign is to receive, at
the BBU site, all the different mobile carriers
outperforming a certain EVMout target. In particular, all
experiments were performed considering an EVM target of
8%. According to the LTE standard the EVM target in the
US direction after the full transmission system can be much
worse than 8% (extremely strong FEC codes are used on the
radio channels, so that the actually received EVM can
actually be very high). Purpose of this section is mainly to
demonstrate the functionality of the pre-emphasis
equalization under the US conditions for a given arbitrary
EVM target. Therefore, the EVM = 8% was just set as an
indicative value to maintain the same target as in the DS
direction, but the qualitative results would be maintained
also for higher target EVM. In the following, the results of
the experimental campaign are reported and discussed. The
OPL was set to 20 dB, unless otherwise stated. This OPL
value was chosen in order to have a wide margin to degrade
the performance of the channels at the input of the
fronthaul and still outperform the chosen received EVM
target, and thus be able to demonstrate the functionality of
the pre-emphasis technique even under stressed conditions.

A deterministic EVMw per channel distribution at the
input of the fronthaul was analyzed as a first approach.
Although deterministic distribution scenarios are
unrealistic in real-world US fronthaul implementation, they
are useful for testing purposes. In a first test case, a
sinusoidal distribution (chosen arbitrarily), over two full
periods, ranging from 2% to 7% was imposed to the EVMw,
as plotted in black with squares in Fig. 9a. This EVMw
distribution was set to obtain one of its peaks at the highest
frequency channel, which is the most affected by the low-
pass response of the transmission system. This guarantees
analyzing the worst-case scenario. At the output of the
fronthaul, an EVMout distribution, plotted in blue with
circles in Fig. 9a, with variations from 4% to unacceptable
values of up to 9.5% is obtained when pre-emphasis
equalization is not applied (EVMout, no-pre) situation. The
measured EVMw and EVMout, no-pre per channel values were
used to compute the constraint function GUS as a function of
EVMout (plotted in Fig. 9b) using Eq. (13). The EVMUS
value that fulfills the constraint GUS = 1, is 7.55%.
Following Eq. (9), different sets of pre-emphasis coefficients
k \_i are evaluated considering different EVMout values,
including the one that fulfills the constraint GUS = 1. Figure
9c shows the resulting EVMout per channel obtained after
pre-emphasizing the channels at the transmitter side using
different EVMout values. It is interesting to note that the
best performing EVMout per channel curve among the
analyzed ones, is obtained using the EVMUS = 7.55%
value. For lower and higher EVMUS values, the
corresponding EVMout per channel curves are less flat and
the maximum EVMout is in all cases higher than the
maximum one in which the GUS = 1 condition is satisfied.
This, in turn, shows, for some illustrative examples, a right
optimization process using the analytically derived
constraint discussed in Section II. Moreover, the EVMUS
= 7.55% value, is approximately achieved by all channels.
Therefore, these results corroborate that, by fixing the
constraint GUS = 1, the maximum possible “flat EVM” at the
output of the fronthaul can be found. The equalized results
reported in the rest of this section were obtained using the

The results obtained when the pre-emphasis technique is
applied (EVMUS = 7.55%) are replicated in red with
triangles in Fig. 9a. It is evident that the EVMout per
channel distribution now becomes more uniform, with all
channels exhibiting an EVM below 8%. The functionality of
the proposed pre-emphasis technique is clear in this case. It
is worth to notice that when pre-emphasis is applied, the
channels with the worst SNR (maximum EVM) at the input of
the fronthaul are received at its output with a very small
SNR (EVM) penalty. An almost transparent transmission
through the fronthaul is experienced by these channels
since their power is enhanced to compensate for their lower
SNR. This is performed at the expense of a strong
degradation of the SNR (and EVM) of the best performing
channels at the input of the fronthaul, due to a reduction of
the power of these channels. For instance, channels 24
and 72 change their EVM from EVMw = 2% at the input to
EVMout ~7% and 7.5% at the output, whereas before
applying the pre-emphasis the EVM degradation was less
sharp, obtaining an EVMout of around 4% and 5.4%,
respectively. Then, the pre-emphasis is exploited to
compensate for the optical segment frequency response and,
at the same time, to balance the LTE channels
performance.

Two more cases in which an EVMw sinusoidal
distribution is considered, under two more demanding
scenarios, are depicted in Fig. 10. In the first case (Fig.
10.a), the maximum EVM$^w$ is increased to 7.5% maintaining the minimum equal to 2%. In the second case (shown in Fig. 10.b) the minimum EVM$^w$ is increased to 4% whereas keeping the maximum to 7%. Although the EVM$^w$ conditions were stressed, when pre-emphasis equalization is applied, the EVM$^\text{out}_{\text{target}}$ target is still accomplished in both cases. Note that, in the case depicted in Fig. 10.a, the transmission through the fronthaul experienced by the worst performing channels at the input of the fronthaul, is completely transparent. For this same case, an EVM$^\text{out}_{\text{target}} = 8.06\%$ for $G_{US} = 1$ is computed, which exactly corresponds to the maximum EVM$^\text{out}$ obtained value when pre-emphasis is applied.

In order to test a more general situation, a random EVM$^w$ distribution varying from 2% to 7.5% was enforced and the performance of the system was analyzed under these input conditions. Figure 11.a presents the EVM$^w$ (in black with squares) and the EVM$^\text{out}$ without pre-emphasis (in blue with circles) per channel distributions corresponding to the random case. It is observed that several channels have an EVM$^\text{out}$ higher than the chosen target. Once the pre-emphasis technique is applied, the resulting EVM$^\text{out}$ per channel distribution, shown in red with triangles in Fig. 11.b, is flatten. All the channels outperform the EVM target. The functionality of the pre-emphasis equalization technique under a more general situation is then demonstrated.

Another random distribution situation, whose results are shown in Fig. 12.a, was tested. An EVM$^w$ distribution with reduced variations from 4% to 6% was defined. However, this time the OPL was increased to 25 dB. By comparing the blue curve with circles and the red curve with squares, a much flatter EVM$^\text{out}$ distribution is observed when the pre-emphasis technique is applied, as expected. Again, all the channels are below the chosen EVM target.

Finally, a uniform EVM$^w$ distribution was analyzed. The resulting EVM$^\text{out}$ values with and without applying the pre-emphasis technique are shown in Fig. 12.b. In a real mobile network scenario, the EVM of the signals reaching the antenna from the mobile terminals (EVM$^w$) is far from being uniformly distributed over frequency. Nevertheless, we report this case because it represents the worst-case scenario for the upstream transmission because there is no SNR margin between channels, and all channels worsen after optical propagation. In this case, the pre-emphasis is mainly needed to compensate for the optical link frequency response, as in the downstream case. However, it is important to remark that the evaluation of the $k_i$ coefficients is still different between this upstream uniform condition (in which EVM$^w = k_w$, being $k_w$ a non-zero constant value) and the downstream one (in which EVM$^w = 0$) (compare Eq. (9) and Eq. (14)).

From this worst case scenario, it is shown that an EVM $\leq 8\%$ at the BBUs can be achieved after up to 20 dB of OPL for all 96 LTE channels, provided that a maximum EVM$^w$ as high as 6$\%$ is considered (irrespective of the EVM$^w$ per channel distribution) and pre-emphasis is employed. If the maximum input EVM$^w$ or the EVM$^\text{out}_{\text{target}}$ target change, the achievable OPL also changes. Therefore, since the maximum OPL value for the US direction can be different from that for the DS one, it is very important to dimension both directions of a link for a proper operation of the full system.

To conclude this section, it should be clarified that all our experiments were performed assuming a static performance of the LTE channels during the pre-emphasis procedure. In practice, the performance of these wireless signals could be highly dynamic. To verify the assumed static condition in a real-time scenario, the performance variation of the radio signals should be slower than the time required to measure the EVM of the channels at the receiver, send back this information to the transmitter and adapt the $k_i$-coefficients of the pre-emphasis block. We should also point out that although the proposed pre-emphasis technique was demonstrated to work well under different scenarios for the DS and US cases, the EVM$^\text{out}$ distribution is not completely flat in any of the analyzed situations. This slight deviation from an ideal flat case results from the difference between the assumed conditions to derive the equalization algorithm (see Section II) and the real conditions of the experiments. However, since this deviation is small in all cases, we could then consider our assumptions to be accurate enough.

VII. CONCLUSIONS

An original pre-emphasis technique focus on equalizing the received SNR, thus minimizing the maximum EVM per channel at the output of the fronthaul, was developed in this work for both downstream and upstream directions. In our further work, we will also investigate other important parameters for this kind of links, such as the ACLR.

The developed algorithm takes into account the EVM per channel values at the input of the fronthaul, called here EVM$^w$, which in the upstream case are different to zero and non-uniform among channels. The pre-emphasis technique was tested for different EVM$^w$ distributions at the input of the fronthaul and its ability to equalize the EVM of all the channels at the output of the fronthaul was experimentally demonstrated for all the analyzed cases, including downstream just adapting the equalizer by considering an EVM$^w = 0$ condition for all channels.

The maximum OPL value for the upstream direction can be different from that for the downstream. Therefore, the importance of dimensioning and optimize not only the downstream but the upstream direction of a link for proper operation of the full system, was demonstrated.
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Fig. 1. Downstream and Upstream fronthauling path schemes (E/O: Electro-Optical converters, EVM\textsuperscript{W}: EVM due to radio path, EVM\textsuperscript{out}: EVM at the output of the fronthaul, O/E: Opto-Electrical converters).

Fig. 2. Pre-emphasis technique diagram.

Fig. 3. Simplified model of the transmission in the upstream direction.

Fig. 4. Experimental setup.

Fig. 5. Scheme of the SNR estimation technique aided by the electrical spectrum analyzer “embedded” into the DSP-assisted aggregator/de-aggregator blocks.

Fig. 6. Power spectrum obtained from the electrical spectrum analyzer “embedded” into the digital FDM de-aggregator when some channels are turned off.

Fig. 7. EVM per channel graphs for three fronthauling conditions (OPL = 20, 25 and 29 dB). In blue with circles: measured using OFDM receivers. In red with triangles: obtained by spectral estimation.
Fig. 8. EVM of the 96 OFDM channels at a) 25 dB and b) 29 dB of OPL before and after pre-emphasis equalization.

Fig. 9. a) Performance per channel for a sinusoidal EVM distribution: at the antenna site and at the BBU site after 20 dB of OPL with and without pre-emphasis; b) corresponding constraint function $G_{US}$ versus $EVM_{target}$; and c) corresponding $EVM_{target}$ per channel using pre-emphasis for different $EVM_{target}$ values.
Fig. 10. Performance per channel for two sinusoidal $EVM^W$ distributions, at the antenna site and at the BBU site after 20 dB of OPL with and without pre-emphasis.

Fig. 11. Performance per channel for a random $EVM^W$ distribution: a) at the antenna site and b) at the BBU site after 20 dB of OPL, with and without pre-emphasis.
Fig. 12. Performance per channel for (a) a random and (b) a uniform, EVM$^W$ distribution: at the antenna site and at the BBU site after 25 dB and 20 dB of OPL, respectively, with and without pre-emphasis.